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EXECUTIVE SUMMARY

Davis-Besse (D-B) Condition Report (CR) 02-02578 identified the failure in Quality
Assurance Oversight to prevent significant degradation of the reactor pressure vessel
(RPV) head. The essence of this issue and the resulting root cause analysis was to
understand the key aspects of the operation of the oversight function at D-B and why they
did not cause positive change in the site line organization such that the head degradation
would have been found at a much earlier stage. The investigation assumed that the
oversight organization had both the opportunity to influence the line organization such
that they would detect the degradation and also an opportunity to directly detect the
degradation during oversight activities.

The team concluded that the Oversight function did miss opportunities to cause earlier
identification and mitigation of the RPV head degradation. The analysis further indicates that
standards within the oversight function were insufficiently differentiated from the standards of
the station. It was determined that the root cause was that D-B’s nuclear safety values, behaviors
and expectations were such that oversight was not set apart, in terms of expectations and
performance standards, from the balance of the station. This affected the ability of the oversight
organizations to identify problems and effect needed positive change in station operations. This
was particularly applicable to the implementation of the Corrective Action Program and resulted
in the station tolerating conditions that were potentially detrimental to safety for long periods of
time.

The team began with a model of an oversight organization likened to a signal processor feedback
loop and developed over 400 facts/observations gathered from the following sources:

® QA Audit and Surveillance Reports

* QA Summary Reports

® ISEG Reports and Correspondence

* NRC Inspection Reports and Correspondence
® Personnel Interviews

¢ Miscellaneous Documents developed from other sources

The investigation spanned the timeframe from late 1986 until the discovery of the degradation in
early 2002. The analysis was broken down into five time periods. This was done to facilitate the
investigation due to the extensive time involved and in recognition of changes that occurred in
the oversight organization over time, the type and nature of information available about the
ongoing head degradation, and in the opportunities available to detect the degradation. The five
time periods were:

® Prior to 10RFO

® Beginning of 10RFO to the end of 11RFO

® End of 11RFO to the end of the 1999 Mid-Cycle Outage
® End of the 1999 Mid-Cycle Outage to the end of 12RFO
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e After 12RFO

The investigation performed Event & Causal Factor (E&CF) analyses for the following six .
management “functional tools™:

e Corrective Action Program
e Root Cause Analysis

e Operating Experience

e Trend/Analysis

e Culture/Values

e Audits/Surveillances/Evaluations

“Functional Tools” as used in this context refers to those cross functional processes used by
either line management or oversight functions to identify and resolve problems at nuclear power
plants.

Using the principles of E&CEF charting, the team identified 27 initial causal factors that
were consolidated into seven formal causal factors. From these formal causal factors the
team identified one root cause and three contributing causes as follow:

Root Cause:

e Since the mid-1990s, D-B’s nuclear safety values, behaviors and expectations were such that
oversight was not set apart, in terms of expectations and performance standards, from the
balance of the station. This affected the ability of the oversight organizations to identify
problems and effect needed positive change in station operations.

Contributing Causes:

® The training for the RC-2 event was ineffective. It failed to improve the ability of both the
oversight and line organizations to recognize corrosive conditions and their significance.
This contributed to the failure of the auditing team to raise a concern when auditing the Boric
Acid Corrosion Control Program during 12RFO.

e Oversight did not establish an effective method for assessing the oversight function. The
process for providing oversight of the oversight function was less than adequate, feedback
provided was mixed, and corrective actions were sometimes ineffective.

¢ For a period of time, the management of the audit/evaluation process was not independent
from the management of the corrective action process. This lack of independence allowed
the oversight director to soften the thrust of an audit critical of the corrective action process
during 2000.

Key corrective actions:

e Establish, document, communicate and hold Oversight and Process Improvement Department
(OPID) personnel accountable to expectations that support the ability of OPID to detect
adverse conditions, process information, and escalate issues in a manner that ensures they are
resolved in a timely fashion. The goal of this corrective action is to elevate the ability of
OPID to cause positive change to occur at FENOC stations when warranted. The corrective
action section of this report contains details relative to appropriate expectations.

e Modify the values of the oversight organization to set itself apart from the culture of the
station, assure that it always maintains the highest standards with regards to a questioning
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attitude, and continually drive the site organization to a higher level of excellence. The
oversight organization must maintain sufficient independence in their thought processes that
they do not inherit an unhealthy station culture but rather maintain a strong questioning
attitude about station activities affecting safety.

e Provide organization, staffing, tools, training, office location, etc. for the oversight function
appropriate to revised expectations; match all elements of resources and expectations.
e Develop an improved method for oversight of the oversight function.

A total of 17 corrective actions are recommended in this report. Details of remaining actions are
in the corrective action section of the report.
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PROBLEM STATEMENT

DESCRIPTION OF REASON FOR INVESTlGATION

Station oversight functions were not successful in identifying or effecting resolution
of issues related to corrosion of the Reactor Pressure Vessel (RPV) head. In this
context, station oversight functions include Quality Assessment/Quality Control
(QA/QC) audits, QA/QC surveillances, and Independent Safety Engineering Group
(ISEG) activities. The investigation evaluated the interface with other station groups
like the Station Review Board (SRB), the Corrective Action Review Board (CARB),
and the Company Nuclear Review Board (CNRB). Oversight’s assessment of the
Corrective Action Program (CAP) and Management Review Process were also
evaluated. Lo

CONSEQUENCES OF EVENT/CONIjITION INVESTIGATED

The organizational consequences were a lack of timely identification of various significant
conditions adverse to quality, and a failure to assure that the operating organization had
taken necessary and sufficient actions to preclude degradation of the Reactor Pressure
Vessel head. The nuclear safety {:onsequenccs were a challenge to a principal fission
product barrier and extensive boric acid corrosion of other equipment inside the
containment building. In addition, the station suffered a loss of regulatory confidence, and
is undergoing a costly outage to restore systems to an acceptable configuration and
reestablish confidence in the operating organization.

IMMEDIATE ACTIONS TAKEN

This Root Cause Team took no immediate actions. This Team was chartered to perform
the Root Cause Investigation, beginning June 24, 2002.

REMEDIAL ACTIONS TAKEN ' '

This Root Cause Team took no remedial actions. This Team was chartered to perform the
Root Cause Investigation, beginning June 24, 2002.
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EVENT NARRATIVE

TeEAM CHARTER

On February 27, 2002, the D-B staff issued Condition Report (CR) CR 2002-0891 reporting
indications of through wall axial flaws in the weld region of #3 Control Rod Drive Mechanism
(CRDM) nozzle. During the course of repair efforts on the penetration nozzle, the boring
machine and the nozzle unexpectedly rotated approximately 15 degrees. Investigation of this
condition under CR 2002-01053 identified significant corrosion around nozzle #3. As aresult, a
Root Cause Team was assigned to “Determine the root and contributing causes for Reactor
Pressure Vessel closure head (RPV head) damage experienced at nozzle 3 and minor corrosion at
nozzle 2, to support the operability determination for the station’s as-found condition and the
future repair plan.” This Team was known as the “Technical Root Cause Team”; their report was
completed on April 15, 2002.

During the performance of the technical issue analysis of the root cause evaluation for the
degradation of the RPV head, five previous issues within the site’s Corrective Action Program
(CAP) were identified as related issues to this event. A Nuclear Quality Assessment (NQA)
Team was charged with performing a review of these five issues to provide a better
understanding of the contributing management issues related to past corrective actions.
Additionally, the NQA Team performed comparisons to the 1998 root cause evaluation of the
RC-2 boric acid degradation of body to bonnet fasteners to determine if corrective actions from
that event were effective. The NQA Team identified several common factors that contributed to
past issues and the current degradation to the RPV head. These were identified in six additional
CRs, including CR 02-02578, Oversight Effectiveness, which is the subject of this investigation.
The remaining five CRs are being addressed separately.

Condition Report CR 02-02578, Oversight Effectiveness, documented the NQA Team’s
observation that periodically ISEG and QA were associated with past corrective actions, however
they did not effect positive change to aid in the proper resolution of those issues. In addition to
citing specific examples, CR 02-02578 indicated that a review of oversight activities should be
conducted to validate that current methodologies will not result in the same weaknesses
identified in their review. This assessment is being conducted by a second NQA Root Cause
Team through an investigation of why the oversight function was not successful in identifying or
effecting resolution of issues related to corrosion of the RPV head.

This Root Cause Team was convened under the sponsorship of the Vice President, OPID, on
June 24, 2002, to conduct this investigation of oversight activities.

EVENT DESCRIPTION

The station event of concern is the level of degradation of the reactor vessel head that occurred
before it was detected. The subject or “event” associated with this investigation is why the
oversight function was not successful in identifying or effecting resolution of issues related to
corrosion of the RPV head. In this respect, the investigation is focusing on why something did
not occur. The investigation focuses on the characteristics of a well functioning oversight
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organization and evaluates their effectiveness during precursor events and activities. Changes
that occurred in key aspects of an effective oversight organization were included in the
assessment to determine their impact, if any, on the event.

BACKGROUND DESCRIPTION

D-B is a raised loop pressurized water reactor (PWR) manufactured by Babcock & Wilcox
(B&W). The RPV head has 69 eantrol rod drive mechanism (CRDM) nozzles welded to the
RPV head. Each CRDM nozzle is constructed of Alloy 600 and is attached to the RPV head by
an Alloy 182 J-groove weld. The RPV head is constructed of low-alloy steel and is internally
clad with stainless steel. There is a service structure surrounding the RPV head. The bottom of
the service structure support skirt has openings called “mouse holes™ to permit visual inspections
through the use of a pole-mounted camera.

During performance of inspections of the CRDM nozzles during 13RFO, significant degradation
of the RPV top head base metal was discovered. The Technical Root Cause Analysis Report
concluded that corrosion of the RPV head was caused by boric acid corrosion resulting from
CRDM nozzle leakage. The CRDM leakage resulted from through-wall cracking of the CRDM
nozzles caused by primary water stress'corrosion cracking (PWSCC). That Report also
concluded that a reasonable estimate of the time-frame for the appearance of leakage on the RPV
head from the CRDM nozzle cracking is approximately 1994-1996, and that the corrosion rate
began to increase significantly starting at about 11RFO in 1998 and acted for a four-year period
of time. During this period, boric acid accumulated sufficiently and provided the necessary
environment to begin significant RPV head corrosion. The pre-existence of accumulation of
boric acid from other sources, such as CRDM flange leaks, may have accelerated the corrosion
and increased its severity.
' Additionally, the Technical Root Cause Analysis Report concluded that the accumulation of
boric acid on the RPV head allowed the nozzle leaks to go undetected and uncorrected in time to
prevent damage to the head. Boric acid that accumulated on the top of the RPV head over a
period of years inhibited the station’s ability to confirm visually that neither nozzle leakage nor
RPV corrosion was occurring. The Report also noted that other evidence of the boric acid
leakage existed in the containment building but its association with possible nozzle leaks was not
recognized at the time. This evidence consisted of 1) iron oxide, boric acid and moisture found
in containment atmosphere radiation monitor filters, 2) boric acid accumulations in the
containment air coolers (CACs), and 3) boric acid accumulations on the RPV flange. While
these conditions were all identified at the time, their collective significance was not recognized.

§
KEY EVENTS '
A summary of the key events relative to this specific investigation follows.
OA Summary Trend Reports - These reports were issued periodically, often quarterly, throughout

most of the period of interest. The Reports contained assessments and conclusions of station
performance as evaluated by the oversight organization.

| EEE
Audit Reports of Corrective Action Program- These reports were issued periodically throughout
the period of interest. These reports contained assessments and conclusions of effectiveness of
the Corrective Action Program.
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Industry Experience with Boric Acid Corrosion Prior to 1988 - Several incidents of boric acid
corrosion (including one event involving corrosion of the Turkey Point RPV head) occurred
between the late 1970s and the mid-1980s. These events led to the Nuclear Regulatory
Commission (NRC) to issue Generic Letter (GL) 88-05 in 1988. GL 88-05 required each license
" holder for a PWR to have a boric acid control program. In response to this Generic Letter, D-B
issued a boric acid corrosion control procedure in 1989.

Leaking CRDM Flanges in the 1990s - D-B and other B&W plants experienced leakage
from the CRDM flange gaskets. As aresult, D-B replaced its gaskets over several
outages from 6RFO in 1990 through 10RFO in 1996. However, D-B also experienced
leaks with the new gaskets in 8RFO (1993), 11RFO (1998), and 12RFO (2000). Thus, in
every outage from 7RFO through 12RFO, CRDM flange leakage was identified (either
from the original gaskets or the replaced gaskets).

Station commitment to perform head inspections (4/94) - Station investigation concluded that
inspections of RPV head were not a commitment; this decision resulted in a change of
categorization of the condition to one of “not a significant condition adverse to quality.” This
change was approved by the QA Director.

10RFO (1996) — One peripheral CRDM flange exhibited signs of leakage during 10RFO. This
nozzle exhibited rust/brown stained boron at bottom of nozzle where it meets the RPV head; the
head area in this vicinity also has rust/brown accumulation. The boric acid on other parts of the
RPV head was powdery and white. The boric acid was very thin at the front edge with powder
and small clumps of boric acid on top. Based upon a justification that the boric acid would not
impact the RPV head given its high temperature, boric acid was left on the RPV head.

11RFO (1998) — CRDM nozzle 31 was identified as having a minor flange leak, and it was not
repaired. Boric acid deposits were identified flowing out of the mouse holes in the southeast
quadrant of the RPV head flange. The boric acid was a reddish rusty color. During the removal
of boric acid from the RPV head, the boric acid was noted to be brittle and porous. Other than
these areas of accumulated boric acid, the RPV head was judged to be basically clean. Based on
the 1996 assessment that the boric acid would not impact the RPV head given its high
temperature, boric acid was left on the RPV head.

Boric Acid Wastage of Body-to-Bonnet Nuts for RC-2 Pressurizer Spray Valve (1998) - In 1998,
two body-to-bonnet flange nuts on RC-2 Pressurizer Spray Valve at D-B were identified as
missing. The root cause analysis report for this event concluded that the nuts were missing as a

result of boric acid corrosion. The NRC took escalated enforcement action against D-B for this
event.

RC-2 Evaluation {1/99): QA concluded, in a Surveillance, that Corrective Actions from RC-2
event were inadequate.

RC-2 Investigation (3/99): RC-2 investigation concluded that QA was not proactive in getting
involved with RC-2 issues.
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Maodification to Service Structure (3/99) - The oversight organization (ISEG) concurred with the
planned deferral of a modification which would have facilitated inspection and cleaning of the
RPV head.

Performance Based Audit Process (1/00) - During this timeframe, the oversight function began a
transition from compliance-based assessments to a mix of compliance-based and performance-
based assessments. Performance-based assessments are intended to add increased value to the
station by observing the in process performance of activities and may include areas which are
outside the requirements of Appendix B.

OA Functional Alignment (2/00) - This refers to a change in organizational structure within the
oversight group. This change allowed oversight to dedicate individuals to primary functional
areas (e.g., engineering, maintenance, etc.) for a sustained period of time.

12RFO (2000) - Steam cutting occurred on CRDM flange nozzle 31, resulting in boric acid
leakage. A pile of boron was identified on top of the insulation. The boron on the RPV head
was a red, rusty color and hard. Additionally, boric acid had accumulated on the RPV head
flange behind the studs flowing out of the mouse holes in the southeast quadrant. The boric acid
had a red, rusty appearance. The cleaning of the RPV head during the outage was not fully
successful, and some boric acid deposits were left behind on the RPV head. In interviews, the
engineer stated that he was running out of time to continue cleaning the RPV head (the RPV head
was scheduled to return to the RPV during the next shift). No written evaluation was performed
to allow the boric acid to remain on the RPV head.

Audit of Outage activities, 122RFO (2000) - QA conducted a formal audit of outage activities; the
scope of this audit included the Boric Acid Corrosion Control Program. The Audit Report
(improperly) recognized thorough cleaning of RPV head. '

Fouling of the Radiation Monitor Filters in 1998-2001 - In 1998, fouling of the containment
atmosphere radiation monitor filters occurred. There were boric acid and iron oxide deposits on
the filters. The deposits had a “yellow” or “brown” appearance. From May of 1999 until April
2001, filter changes were required on an irregular | to 3-week interval (and sometimes once
every 1 to 3 days). Accumulation of boric acid on the radiation monitor filters was recognized to
be symptomatic of an RCS leak as soon as it occurred. Efforts were made, especially during the
cycle 12 mid-cycle outage in 1999 and later during 12RFO in 2000, to locate the source of
leakage, but without success. By November of 2001, filter replacements were required
approximately every other day.

Containment Air Cooler (CAC) Cleaning in 1998-2001 - In 1998 and 1999, cleaning of boric
acid from the CACs was needed nineteen times. Although the boric acid was generally reported
to be white, a written post-job critique indicated a “rust color” was noticed *“on and in the boron
being cleaned away” from CAC 1. In June 2000, CAC plenum pressure again began to decrease,
requiring resumption of cleaning. This was followed by five total cleanings in June, August,
October and December of 2000. Cleanings continued in 2001, with four more (total) in January,
February, March, and May.

i
FENOC-wide Oversight Organizationﬁ (1/01) - In January 2001, a FENOC-wide oversight
organization was put in place. This organization continued the assignment of oversight

A TN
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personnel to each station, but brought all management of oversight activities under one Director.
This Director reported to the FENOC President, outside the station organizations.

13RFO (2002) — The boric acid degradation of the RPV head was discovered.

Continuous Assessment Process (5/02) - Conversion from assessments which were conducted
during well defined, although infrequent, short time periods to a mode of making frequent
performance based assessments in numerous areas. This approach was specifically designed to
meet the commitments of the internal audit program, while providing flexibility for real-time
evaluation of site programs and processes. Effective and timely communication with the line
organization was emphasized through frequent periodic debriefs as well as quarterly audit
reports. Any identified performance issues were documented and addressed promptly using the
site-wide corrective action program.
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DATA ANALYSIS

METHODOLOGY

In evaluating available root cause methodologles the team determined that Event and Causal
Factor (E&CF) charting was the most appropriate method for this analysis. This analysis is
unusual in that it is establishing the cause of why oversight functions were not successful, i.e.,
why various activities did not occur. Also, the large number of elements of an effective oversight
organization combined with the extended time period over which station events occurred led to
modifications to the traditional E&CF method. The method used was based on the TapRoot®
process, and performed root cause analyses on various opportunities which were present for the
oversight function to detect and effect earlier resolution of the degradation of the RPV head. This
resulted in some unconventional aspects of the E&CEF charting as discussed below.

The steps in the methodology were:

1. Develop Problem Statement and Mission
2. Plan Investigation

3. Collect information (including inteirviews)
4

. Analyze data consistent with the analysis model described below (Detector, Signal Processor,
Output, Alarm, Values, Environment) (iterative)

5. Determine sequence of events that occurred within six major functional areas
> construction of Functional Tobi "Analysis charts for the five identi‘ﬁcd time periods
> develop E&CF Summary Sheets and Detail Sheets for various time periods

6. Identify Causal Factors for the various E&CF sheets

7. Evaluate Causal Factors to identify Root and Contributing Causes

8. Combine the Causal Factors and Causes to eliminate redundancy

9. Develop an integrated E&CEF chart for the entire period of interest

10. Identify Generic Causes 1 , '

11. Develop Corrective Actions b

12. Prepare Report (ongoing during ea;r]iég activities) )
13. Obtain independent peer check of results .

14. Resolve comments from peer check process
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ANALYSIS MODEL

To facilitate the collection and analysis of appropriate data, a model of the oversight function was
defined (See Attachment 1). The oversight function was viewed as being analogous to the
feedback circuit for a process controller. A brief discussion of the model is provided to facilitate
an understanding of the data collection and analysis process. The model is applied to the overall
oversight function as it acts to oversee the management control systems and management
organization in the conduct of day-to-day plant operation. The oversight function is the
collection of activities taken by the Quality Assurance, Quality Control, and Independent Safety
Engineering organizations (with the exception of critical characteristic verification by QC
personnel) to ensure station activities are conducted consistent with regulatory requirements and
commitments in a safe and reliable manner. The model also captures the influence of
management expectations on the oversight functions, to the extent that station management
established expectations for performance monitoring above and beyond regulatory minimums.

Process Controller: The management organization and the attendant set of management control
systems applied to operating and maintaining the nuclear plant in accordance with its design and
licensing bases.

Process Output: The products of the Operating Organization’s work activities to operate and
maintain the plant consistent with its design and licensing bases. This would include, but not be
limited to, maintaining the plant equipment within design limits, compliance with applicable
quality programs, and implementing procedures. Typical process variations to be detected and
fed back to the process controller would be failures to follow procedures or programs as
prescribed, or adverse trends in organization or equipment performance.

Detector (D): As applied to this study, “Detector” was construed to mean any means or method
to identify problems or issues with the “Process Output.” Typical means of detection would be
internal audits, inspections, evaluations, surveillances, and field observations. This would also
include review of external audit or inspection results. Likely failures to “detect” would include
“misplaced detectors” (e.g., not having auditors or evaluators looking at the right things) and
“miscalibrated detectors” (e.g., not properly trained or qualified, or not working to the proper
expectations).

Sienal Processor (S): As applied to this study, “Signal Processor” applies to the collection,
analysis and reporting of “Detected” information regarding the “Process Output.” Typical
activities conducted in this portion of the feedback model would include signal integration from
various “Detector” outputs, and generation of “Output” to the “Process Controller” or, in the
event predetermined conditions are exceeded, a “Controller Out of Limits Alarm.” Likely
failures to appropriately process detector signals would include improper or nonperformance of

an analysis of trends in equipment or programs, Or a program audit that identifies issues but does
not address their significance.

Oversight Process Output (O): The third step in the feedback loop is for the signal processor to
provide output or feedback to the control device in the main process, the line organization. This
is the oversight organization’s opportunity to have a positive influence on the process and must
be delivered with the appropriate information in an appropriate manner and then accepted and
acted on by the receiving organization. The “Outputs” would normally take the form of Audit
Reports, Surveillance Reports, Summary Trend Reports, and/or Condition Reports. In the
context of this analysis, failures of the Oversight Process Output are identified when the

Root Cause Analysis Report Data Analysis « 11



oversight organization sends the correct feedback message to the line organization, however, the
line fails to take appropriate or effective action.

Values (V): As applied to this study, “Values” applies to the individual, site, and corporate
values that tend to establish the expectations for the QA oversight function, and for the line
organizations’ responsiveness to the QA outputs. Although “Values” do not have a specific
failure mode, “Values” establish gains, bias, and set points for the “Signal Processor,” “Output,”
and “Controller Out of Limits Alarm.” ‘

Controller Out of Limits Alarm (A): AF applied to this study, if the process output signal falls
outside prescribed limits and/or is not restored within prescribed time frames an “Out of Limits”
alarm is sounded. Typical activities conducted in this portion of the feedback model would
include comparison of the output signaﬂ (from the signal processor) to pre-established
expectations. The most likely failure to “alarm” would include cases where the organization did
not react sufficiently to a warning by the oversight organization(s), and the oversight
organization failed to escalate the issue, e.g., repetitive shots on the same target.

Environment (E): As applied to this study, “Environment” is limited to those external, indirect
influences that could cause the Feedback Circuit to drift from expected performance through
mechanisms such as complacency due to good performance reviews. Like “Values,”
“Environment” does not have a failure mode; rather it influences gains, bias, and set points.

ASSUMPTIONS

As discussed in the Event Description above this investigation involves analysis of why
something didn’t happen, (i.e., why the oversight function was not successful in identifying or
effecting resolution of issues related to corrosion of the RPV head). To facilitate the analysis, the
following assumptions were made by the Team.

Assumption 1: If the “Rational Person” had knowledge of the Reactor Vessel head leak, he/she
would have acted to mitigate the condition.

Assumption 2: The Oversight Functional Organization can be modeled as the “Rational Person.”

Assumption 3: The Oversight Rational Person had two distinct opportunities to significantly
alter the ultimate outcome: '

'

a. Assure through proper oversight functions that the processes used by the Line Rational
Person were sufficiently robust and effectively used to detect and mitigate the condition.

b. Direct detection and action to mitigate the condition.

Assumption 1, although appearing obvious, establishes a precept of this investigation that there
was no willful or intentional attempt t6 allow the head to continue to degrade by any person
having knowledge of the condition of the head. The second assumption simply extends
assumption 1 to an organizational level within the oversight organization. Assumption 3 builds
upon the first two assumptions and reflects the opportunities available to individuals within the
oversight organization and hence the organization as a whole to have effected resolution of the
head issue. | '

During the course of the investigation, conclusions are drawn for different time periods regarding
the ability of the oversight organization to have effected resolution of the issue through the

T . - b - .
opportunities stated in assumptions 3a and 3b.
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DATA COLLECTION

Data collection began with the development of a listing of sources with the likely potential of
identifying flawed detection, signal processing, output, and alarms. This was supplemented with
likely sources of information that might reveal environmental influence or values that may have
impacted the design or operation of the feedback process.

Once potential sources were identified, selection criteria for choosing documents and the
associated attributes to review for were developed. Team members were assigned to document
groupings, to review and capture pertinent data from the documents. This included development
of a brief statement to explain the relationship between the data and potential impact on the
Feedback Model, if any. This included a subjective assessment on whether the data was likely to
have had a direct or indirect impact on the reactor head degradation event, and which element of
the Feedback Model was affected. This data was tabulated in the CR 02-2578 Integrated
Database (an Excel spreadsheet) to facilitate electronic binning and sorting by codes and dates.
Data was then reviewed by the Team collectively to peer check logic and coding. The data was
then transferred to a working timeline consistent with the timeline developed by the NQA Team.

The Team reviewed the following data in order to gain insight as to the efficacy of the QA
oversight functions. The selection criteria for documents to be reviewed and the review criteria
are contained in the Methodologies Employed section of this report. The CR 02-2578 Integrated
Database contains a tabulation of documents reviewed and other pertinent information developed
by the Team from the following data set.

e Audit Reports: Selected Audit Reports for the period 1/1990 through 2/2002.

¢ Surveillance Reports: Selected Surveillance Reports for the period 1/1990 through
2/2002.

e QA Summary Reports (These reports changed titles a number of times over the period of
review) for the period 1993 through 1996, 1998 through 2001. No reports could be
located for 1997.

» ISEG Reports and miscellaneous ISEG correspondence for the period 1990 through 2000.
e NRC Inspection Reports for the period 1/1990 through 5/2002.

e Miscellaneous Documents — these documents were developed from sources while
performing primary reviews, or from interviews conducted with QA and Line
Management Personnel

e Interviews of QA Personnel and a sampling of other Station Personnel were conducted
using the questions contained in Attachments 8 and 10. Attachments 9 and 11 provide a
list of persons interviewed, and the CR 02-2578 Integrated Database contains a
summarization of the interview results.

FUNCTIONAL TOOL ANALYSIS CHARTS

Due to the unique nature of this investigation, e.g., trying to determine why something did not
happen, the Team chose to define two distinct types of “Events.” The first being the most
significant to this Root Cause Analysis is described as a “Missed Opportunity Event,” and the
second is an “Event” derived by a slight modification to a TapRoot® Event.
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Missed Opportunity Event (MOE): circumstances related to oversight, which existed and had the
opportunity to preclude or mitigate the reactor vessel head corrosion, but were missed. For this
to be true, there needs to have been a reasonable opportunity for oversight functions to have
precluded the failure of a particular barrier. Oversight organizations did have or reasonably
should have had the information available to them. There needs to have been an oversight
breakdown; either an oversight-type barrier was there and failed, or should have been there and
wasn’t. z

The selected MOEs represent windows of time, during which, in the subjective opinion of the
team, sufficient information was available and could or should have been recognized as
indication of the impending or ongoing degradation of the RPV head. The time periods typically
are tied to plant outages when significant additional information usually became available. As
the MOEs move forward in time and the available information changes, the causes associated
with the missed opportunity may also change. In order for the oversight function to have had a
positive effect on detection of the head condition very early, different programs/processes/values
would have had to been functioning effectively than at a later point in time when more definitive
indications of the problems existed. The time periods chosen by the Team as MOEs are:

® The time period from the late l980’s up to the start of IORFO

e The start of 10RFO through the end of 11RFO

¢ The end of 11RFO through the: end of the Mid-Cycle Outage of 1999
e The end of Mid-Cycle Outage of 1999 through the end of 12RFO

e The time period after 12RFO

Event: an action or activity in the sequence of events (SOE) leading to a Missed Opportunity
Event or an Incident. ,

The investigation considered many facts, covering a significant time frame (16 years, 1986 —
2002). In order to better assess the various influences which were dominant during the various
periods, the team adapted Event & Causal Factor (E&CF) charting to allow closer assessment of
the issues. To do this, the term “Functlonal Tool Analysis” was coined by the team. It represents
a variation on traditional E&CF charting. The Team identified six major programmatic tools used
by line management and/or the oversight organization that could and should have been
effectively used to lead to an earlier detection of the degrading condition on the RPV head. Each
of the following functional tools was represented graphically by a horizontal slice for each MOE
on the Functional Tool Analysis chart:

e Corrective Action Program (CAP) — the procedures and processes used to identify,
document, evaluate, and correct problems While this includes procedures and computer
software tools, the primary fochs is its lmplementatron for reso]utlon of problems

¢ Root Cause Analysis (RCA) - the procedures and processes used to perform root cause
analysis, and their resultant products. Although this is a sub-set of CAP, the importance
of RCA to the effectiveness of CAP caused the Team to evaluate it separately, as well as
within the CAP itself. '

e Operating Experience (OE) _ the collective process of obtaining, evaluating, integrating
and acting on experience from the rest of the industry, as well as D-B experience, to
prevent conditions adverse to safe operation.
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e Trend / Analysis (T/A) — the process of collecting, summarizing, analyzing various data
to detect adverse trends in station performance (both process and hardware) that require
further investigation and/or action to mitigate.

o Audits / Surveillance / and Evaluations — the traditional tools used by QA Auditors or
ISEG Engineers to evaluate processes or conditions.

e Culture / Values (C/V) — the collective philosophy as demonstrated by actions of an
individual or entity. It represents the approach to dealing with issues and affects
decision-making and actions of the organization, both collectively and individually, when
faced with certain conditions or situations. This especially applies to the establishment of
priorities when faced with competing objectives.

Attachments 3 through 7 are the completed Functional Tool Analysis charts. Each attachment
covers one of the five time periods and includes a cover/summary sheet and attached detail sheets
for each of the six Functional Tool Analyses.

Event and condition data collected from the data review was organized into the individual
functional tool analysis for each MOE. For each functional tool analysis a set of concluding
“WHY” statements was developed and are represented by a black triangle in the upper right hand
corner of the appropriate box on the chart. These “why” statements were used to develop causal
factors in a manner similar to traditional Event & Causal Factor charting. Near the end of the
investigation, the team developed a standard E&CF chart using the key factors identified through
analysis.

DATA REVIEW

Note: during this review the team was exposed to significant amounts of information. Much of the information was
intertwined between the line organization and the oversight function. During the period of this investigation, another Root
Cause Team was investigating management contributors to the degraded RPV head. The two teams shared significant
amounts of information. On occasion, this team developed observations and suggestions on corrective actions related to
improving effectiveness of line activities. When this occurred, such observations/suggestions were provided to the other
team. Several recommendations related to methods that could improve the line's ability to manage corrective actions.

The accumulated data in the CR 02-2578 Integrated Database represents over 400 individual
facts and relevant observations in support of this evaluation. The Functional Tool Analyses
discussed above were used to categorize each item into the associated time period and area of the
assessment. The five time periods with six functional tools in each period represent thirty
separate analyses. Each analysis is in effect its own E&CEF chart with identification of causal
factors for that functional tool in that time period. The intent of each analysis is to ascertain the
contribution of each given functional tool (e.g., CAP, Culture/Values, Trend/Analysis, etc.) to the

failure of the oversight organization to identify and effect resolution of issues related to corrosion
of the RPV head in the given time period.

As an example in referring to Attachment 3, under the Culture/Values Functional Tool Analysis,
it can be seen that the team concluded that QA’s failure to be the station nuclear safety

conscience is considered a causal factor in why the CRDM nozzle leakage was not detected prior
to 10RFO.

In order to construct the Functional Tool Analysis charts, it was necessary to review each data
item in the CR 02-2578 Integrated Database and assign it to the appropriate Functional Tool(s).
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Each of the data items in a given Functional Tool was then evaluated and a “mini” E&CF chart
prepared. Examples are shown on the detail sheets of Attachments 3 - 7. A conclusion regarding
the causal factor(s) associated with each of the six Functional Tools in a given time period was
then summarized in the large box to the right of each Functional Tool Analysis Detail sheet and
carried forward to the summary page for the time period. The 27 “why” or causal factor boxes
on the time period summary sheets are ;the causal factors carried forward into the causal factor
analysis below.

Each time period was evaluated using the information from the Functional Tool Analysis sheets.
A conclusion was drawn for each Functional Tool for each time period relative to Assumptions

3.a and 3.b discussed earlier. The intent of the individual conclusions was to answer the
questions: '

For Assumption 3a: “Was there sufficient information and opportunity available in this
area during this time period for the oversight organization to have influenced the line
organization in a way that would have allowed them to identify the head degradation.”

For Assumption 3b: “Was there sufficient information and opportunity available in this

area during this time period for the over31ght orgamzatxon to have directly identified the
head degradation.” !

An overall conclusion for the time period was also drawn and documented in the large box in the
center of the Summary sheet.

Through the data review and analysis described above, a number of causal factor themes began to
emerge. As the analysis progressed from time period to time period, similar causes were seen
and in some cases became more pronounced. New causal factors were also identified during
later time periods when new or additional information on the head degradation became available.
When the analysis of each of the five time periods was complete, an overall review of the results
was performed, and the 27 initial causal factors were consolidated into the eight formal causal
factors described herein. Through the data review and analysis, a number of key events and
issues became apparent as significant contributors to the formal causal factors. Central to these
key events and issues was the poor implementation of the corrective action program over the
complete time period addressed by this analysis.

10CFR50 Appendix B, Criterion XVI specifically requires that the cause of significant
conditions adverse to quality be identified and corrective action taken to preclude repetition.

Two of the aspects which influence the success of an organization in meeting this requirement
are the corrective action program which is in place, and the actions of those who use the
program. Although the D-B program underwent substantial change during the era of concern
(1986 - 2002), the team found no data fthat indicated that the program itself contributed to lack of
success by oversight.

Rather, the actions of the station team did not accomplish the desired result. Opportunities to
identify and prevent significant RPV head degradation were present for both the line organization
and the oversight function. The team concluded that achieving a clear understanding of issues,
making effective decisions regarding ﬁxmg abnormal conditions, effectively using industry .
operating experience (including D-B’ s own experience), and effectively analyzing station trends

could have identified the issue early eqough to have prevented substantxal head degradation.
{SuPPORTIVE OF CAUSAL FACTORS: 1,2, ANDT7] '~

The failure of the oversight function o effectively challenge station theories regarding the causes
and effects of boron on the RPV head (including other indications in containment) contributed
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heavily to oversight’s inability to cause effective resolution of issues. The inability to
successfully interject was caused primarily by a culture in the oversight function that mirrored
that of the station. Degradation in station standards occurred in both the line organization and
the oversight organization. Use of compliance based audits during most of this period resulted in
an emphasis on meeting administrative requirements, rather than ensuring station conditions
were fixed. As more and more data became available, especially during refueling outages, the
opportunities increased to draw the conclusion that a significant issue was not being resolved.
Although, the effectiveness of the oversight function in identifying issues began to increase in
2000, several factors worked to render this improvement of modest value. Responsiveness of the
line organization was less than adequate, the success of the oversight organization in escalating
issues was less than adequate, and the oversight organization missed opportunities to clearly
identify the issue. [SurpORTIVE OF CausaL FacTors: 1,2, 3, and 5}

Several key opportunities existed for oversight to have used information in the corrective action
program to address weaknesses in station performance as follow:

® Operating Experience: A 1987 D-B Independent Safety Engineering (ISE) memo (ISE 87-10049,
dated 5-28-87)) indicates that a major effort was made to become knowledgeable of both the Turkey
Point-4 and the ANO-1 boric acid corrosion events in that era. The ISE memo documented that
high temperature boric acid corrosion can occur up to 600°F, and that boron carries over in
steam. Although the station was aware of numerous additional industry letters and NRC
communications that occurred over the years, the temperature environment information was lost.
It appears that much of the basis for decisions made in the 1990s was a belief that boric acid
corrosion could not occur at D-B operating temperatures (Tave ~ 580°F). The opportunity was

present for the oversight function to resurrect this information and challenge the station.
[SupPPORTIVE OF CAUSAL FACTOR: 7]

® PCAQR 96-0551 addressed issues of boric acid on the RPV head identified in IORFO. The
investigation phase of this PCAQR was not completed until after 1 IRFO, more than 2%z years
after it was initiated. During that time, two root cause reports were drafted but not completed
and the PCAQR was eventually downgraded and closed without addressing the issue. The
second of the root cause reports was prepared by ISEG indicating that they were involved in the
resolution of the PCAQR. PCAQR 98-0767 documenting boric acid found on the RPV head
during 11RFO was closed to PCAQR 96-0551, negating an additional opportunity to address the

issue. {SupPORTIVE OF CAUSAL FACTOR: 1]

® RC-2: RC-2is a pressurizer spray valve that experienced boric acid corrosion in- 1998 (see CR
98-020). This event provided several opportunities for the oversight function; two examples:

e Tracking and trending: at the very time the root cause evaluation of CR 98-020 was closed
(3-30-99), the station was five months into heavy cleaning of the containment air coolers. This
was an opportunity for the oversight group to press the issue to get a clear understanding of
what was going on in containment. Although the phenomena was complicated strongly by
cultural beliefs, a high value on problem resolution at this point would likely have led to the
proper understanding of the phenomena. [SupporTIVE OF CAUSAL FACTOR: 4]

« Corrective actions: Numerous corrective actions were identified as a result of this event; two
were assigned to the oversight function. The event itself provided an opportunity for
oversight to key in on boron and ensure that corrective actions were effectively implemented,
and that thorough extent of condition reviews were completed. Team analysis of the actions
resulting from this situation, however, concluded that the corrective actions were largely
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ineffective. Even the actions assigned to oversight lost significance within 3 years.
Interviews with current oversight personnel showed that although many had heard of the
event, few behave differently today as a result of it. The opportunity to challenge the
effectiveness of the corrective actions, and particularly the formal effectiveness review

completed by Quality Programs/Quality Improvement Unit (Memo dated 10-27-00), were missed.
[SuPPORTIVE OF CAUSAL FACTOR: 1]

‘@ CR 98-1904 was a station wide assesfsment of 10 events that occurred in 1998 and indicated an
overall decline in station performance. The results of the assessment should have made
substantial improvement in key processes and activities such that the head degradation would
have been identified sooner, however, it appears that despite the corrective actions from this CR,
little overall improvement was made. [SupPORTIVE OF CAUSAL FACTOR: 1]

® CR 99-1300 addressed containment radiation monitor clogging issues. Over the course of
addressing this issue, the station took a number of actions to address the symptoms of the issue
but did not aggressively pursue the cause. Actions included installing temporary HEPA filter
units in containment and modifications to the radiation monitor system. Actions on this issue
combined with addressing the more frequent cleaning of the containment air coolers reflect an
approach that addressed symptoms rather than the causes. [SuPPORTIVE OF CAUSAL FACTOR: 1]

© Refueling outage audit, 2000 (AR-00-OUTAG-01, dated 6-7-00): 12RFO came only four months after
key training initiatives related to the RC-2 event had been completed. Part of the scope of this
audit was evaluation of the Boric Acid Corrosion Control Program and PCAQ 00-0782. (This
PCAQ documented red/brown boric acid found on the RPV head at the start of 12RFO.) Had the training been fully
effective, the audit team would likely have taken the initiative to make sure that the RPV head
was fully cleaned prior to startup. Instead, the audit team failed to verify claims that the head
was clean, and provided positive words in the report regarding the persistence shown by
engineering in getting the head clean. Evidence shows that the head was not fully ¢lean, and that
some station personnel were aware of tbat. [SUPPORTIVE OF CAUSAL FACTOR: 6]

As a footnote regarding the 12RFO audit, the investigation team concluded that the audit
team was insufficiently experienced in the Engineering functional area. Of the three
personnel involved, the supervisor was conducting his first audit, one auditor was a new
hire (started employment during 12RFO), and the other auditor was known to be a weak
performer. The assignment of such an inexperienced team to review a condition of such
significance (BACC program), in hindsight, was less than adequate. However, the team
concluded that this was not a ca:use, in that some management personnel at the-station
knew of the conditions (i.e., had been to the training and seen the pictures). Given that
the oversight function had been unsuccessful in improving performance over the previous
years, it was the judgment of the team that a clear identification of the problem at this
time in this audit would not have made a difference. Had the oversight function
recognized the signs present at the station prior to this outage, they likely would have
approached the oversight function differently (i.e., in a more aggressive manner),
resulting in a different result from the audit.

@ CAP audit, 2000 (AR-00-CORAC-01, dated 6-12-00): during this period, the corrective action
program and the oversight function fell under the responsibility of one individual (a director).
When the audit team assessing the corrective action program in 2000 concluded that the
program had serious weaknesses in construction and implementation, the director caused the
message to be softened. He also convinced the Senior Management Team that the audit
results exaggerated the weaknesses in the CAP. [SurporTIVE OF CAUSAL FACTOR: 5]
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The team identified instances where both oversight personnel and management personnel chose
not to enter containment during refueling outages based on ALARA considerations. The
importance of personal observation as a key element of enforcing standards was not balanced
against dose considerations. [SupPORTIVE OF CAUSAL FACTOR: 8]

The team also considered the oversight methods employed to ensure that the FENOC oversight
function itself is effective. As discussed below, there was a weakness at D-B in this area during
this period. The checks in place on the oversight functions are external activities such as
biannual audits required by external groups (D-B typically used Joint Utility Management
Audits), review of station activities by the Company Nuclear Review Board (CNRB), and the
Nuclear Regu]atory Commission (NRC). [Note that INPO does not currently include the oversight function as part
of its scope.] The message from this collective group was inconsistent. NRC and JUMA typically
provided a positive message, particularly as it related to the effectiveness of the CAP; CNRB was
sometimes more critical. Nonetheless, the effectiveness of this arrangement in ensuring the
oversight function was effectively implemented was itself ineffective; it failed to cause the

necessary changes at D-B to ensure that the D-B oversight function was executed effectively.
[SUPPORTIVE OF CAUSAL FACTORS: 5 AND 6]

An additional consideration that was identified during the investigation was the level of PWR
and more specifically B&W experience within the station senior management. The relationship
to this investigation is the level to which the oversight organization alters its oversight activity
when the level of experience changes. There were key times during the events of this
investigation when three of the five site senior managers had little or no PWR experience and a
fourth had no B&W experience. During these times there is an increased risk that issues specific
to a NSSS vendor may not be completely understood or appreciated. [SupporTIVE OF CaUsAL FACTOR 1]

An important activity for the oversight function is the ability to recognize adverse trends in
station performance when the line organization does not (i.e., connect the dots). Once an adverse
trend is identified, it is equally important to cause the line to recognize and act on the trend. An
overview of the events between 10RFO and 13RFO indicates that there were sufficient “dots” to
have recognized the head degradation much sooner than occurred. Examples include: PCAQR
96-0551, containment air cooler cleaning frequency, containment radiation monitor filter
clogging, CR 00-0782, lessons learned from the RC-2 event, the health of the CAP, NRC
Generic Letter 97-01, NRC Information Notice 2001-05, and NRC Bulletin 2001-01. The
oversight role relative to trending/analysis should include both oversight of the station’s
trending/analysis program and performance of independent trending/analysis. It is recognized
that oversight does not have the resources to perform the same level of trending/analysis as the
station and should therefore perform oversight of that process. However, oversight should also
perform independent high level trending/analysis of key issues as a check of the station’s
trending/analysis. The trending/analysis performed by oversight should be based on a healthy
skepticism of station activities, it should be based on oversight’s role as the nuclear safety
conscience of the organization, and should be structured to identify station issues that need to be
addressed at the station/department management level. [SupporTIVE OF CAUSAL FACTOR 4]

FacT LiST

The CR 02-2578 Integrated Database provides a compilation of the facts selected by the team for
analysis in this investigation. Also, refer to the Five Non-Conformances Integrated Timeline and
related information prepared by the NQA Team.

Root Cause Analysis Report Data Analysis ¢ 19



'

CAUsAL FACTORS i

Collectively over the five time periods involved in the analysis, a total of 27 initial causal factors
(ICF) were identified. Many of them apply to several periods or are reshaped over time;
therefore, the initial 27 were combined as appropriate resulting in a total of eight formal causal
factors (FCF). These eight causal factors are:

1.

Low standards existed within the oversight function related to management of Corrective
Actions. Examples: acceptance of weak cause evaluations by the oversight function; failure
of line management to address CAP weaknesses identified by oversight; lack of clear
expectations for classification of PCAQRs that address equipment issues on critical safety

equipment; ineffective use of CAP data by line and oversight. [This theme developed in CAP/Root
Cause Analysis: ICFs 1.1,2.1,2.2,3.2,4.1, 4;2, 5.2} [FCF 1 contributed to Cause 1)

Oversight standards were not set aﬂart from those of the station. As the station increased its
tolerance for substandard equxpment performance, the oversight function increasingly missed
opportunities to influence positive changes in conditions detrimental to safety. Included in
this cause is the failure of oversxght to recognize the risk of management change and the need
to adjust oversight or the environment surrounding problem identification and resolution.
The lack of organizational independence between the CAP and the Audit / Evaluation

functions also contributed to this cause. [This theme developed over Culture / Values: ICFs 1.6, 2.6, 3.6, 4.6,
5.6) [FCF 2 contributed to Causes 1 and 4] ’

The oversight function was unable!to effect change. Examples: Oversight was not
sufficiently critical to resolve underlying problems, including the CAP; Oversight failed to
escalate issues sufficiently. [This theme developed in CAP: ICFs 3.1,4.1, 5.1] [FCF 3 contributed to Cause 1]

Oversight did not require that a consistent and effective trending and analysis program be
defined and documented in terms of content, degree of analysis, format, responsibility, etc.
Guidance was not provided on the expected use of information. Clear ownership of trending

and analysis was not evident from station behaviors. [This theme developed over Trending / Analysis:
ICFs 2.4, 3.4, 4.4, 5.4] [FCF 4 contributed to Cause 1]

The oversight process / audit program was not structured for intrusive and aggressive

assessment of technical issues. Messages from external oversight were mixed. [Thistheme
developed over Audits/Surveillances/Evaluations: ICFs 2.5, 3.5] [FCF 5 led to Cause 3}

The audit program was restructured in terms of organization, however, the expectations of
oversight were still not sufficiently defined and/or communicated. The auditor did not raise a

concern when reviewing CR 00-0782, despite the training from RC-2. [This theme developed over
Audits/Surveillances/Evaluations: ICFs 4.5, 5.5] [FCF 6 led to Cause 2]

Expectations for Operating Experience Assessment Program (OEAP) in terms of oversight
requirement and responsibilities wére not bemg met. Oversight was not sufficiently critical
of the OE program. [This theme cxpressed in OE Reviews: ICFs 1)3,2.3,3.3, 4.3, 5.3] {FCF 7 Contributed to Cause
1]

ALARA concerns created a reluctancc to observe or verify certain field activities; this

reluctance affected both oversight and managemem ‘personnel. [This theme developed in ICF 4.6 and
5.6] [FCF 8 led to Cause 1]}
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CONCLUSION

The team concluded that the Oversight function did miss opportunities to cause earlier
identification and mitigation of the RPV head degradation. The analysis further indicates that
standards within the oversight function were insufficiently differentiated from the standards of
the station. The root cause was determined to be that D-B’s nuclear safety values, behaviors and
expectations were such that oversight was not set apart, in terms of expectations and performance
standards, from the balance of the station. This affected the ability of the oversight
organizations to identify problems and effect needed positive change in station operations. This
was particularly applicable to the implementation of the Corrective Action Program and resulted
in the station tolerating conditions that were detrimental to safety (boric acid on RPV head and
other RCS components, containment air cooler degradation, containment radiation monitor
fouling, unexplained RCS leakage) for long periods of time. In evaluating the results of the
analysis against the Feedback Model, the team concluded that the predominant problem was that
the calibration of the feedback model had drifted to an out-of-tolerance condition. This means
that the model was adversely influenced by slow changes in culture within both the oversight
function and the line organization. For oversight, these changes included lowering of
expectations, reduction in nuclear safety values, and acceptance of lack of response to output.
The lack of a healthy escalation process was also noted as contributory, but closely related to
inadequate expectations / values. The inadequate expectations / nuclear safety values also
affected the Detection function.

The expectations for key programs such as Corrective Action Program, Operating Experience,
and Trending/Analysis were not adequately defined in terms of assignment of responsibilities,
results expected from the programs, and the Oversight functions’ role relative to these programs.
Lack of independence betweep the Corrective Action Program and the Audit/Evaluation function
may have impeded needed management escalation of deficiencies in the CAP. Facts supporting
this conclusion include the failure to identify some issues, the failure to correctly apply OE with
regards to understanding and evaluating identified issues, the failure to identify relevant causes,
the failure to correct issues in a timely manner, the failure to prevent recurrence of the same
issues, the inappropriate timeliness of corrective actions, and the failure to properly evaluate the
effectiveness of corrective actions. Since these weaknesses occurred across a substantial period
of time, through evolving corrective action programs, it is further concluded that the weaknesses
were not related to a specific corrective action program but rather to the implementation of the
corrective action program (both by oversight and the line organization).

For a period of time, the management of the audit/evaluation process was not independent from
the management of the corrective action process. This lack of independence allowed the

oversight director to soften the thrust of an audit critical of the corrective action process during
2000.

Oversight did not establish an effective method for assessing the oversight function. The process
for providing oversight of the oversight function was less than adequate, feedback provided was
mixed, and corrective actions were sometimes ineffective. Over a period of years, assessments
from JUMA, CNRB, and NRC were ineffective (did not identify existing issues) and sometimes
inconsistent. Follow-up response to identified weaknesses was sometimes less than adequate.

The training for the RC-2 event was ineffective. It failed to improve the ability of both the
oversight and line organizations to recognize corrosive conditions and their significance. This
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contributed to the failure of the auditing team to raise a concern when auditing the Boric Acid
Corrosion Control Program during 12RFO.

Although recent corporate and orgamzanonal changes have corrected some of the conditions
fundamental to the cause, additional prevcntlve and remedial actions are required. The most
significant of these is to take aggresswe action to ensure that the nuclear safety standards held by
the Oversight organization are approprlately upgraded and held separate and apart from.the
station to prevent collective or common mode degradation.
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EXPERIENCE REVIEW

Industry Operating Experience (OE) was reviewed in an effort to determine if there have been
previous instances documented where the oversight organization was not effective in identifying
and achieving resolution of significant plant issues. Three groupings of OE documents reviewed
were (1) D-B CATS, (2) D-B Condition Reports, and (3) the INPO Website. The D-B and
Nuclear Industry searches identified related issues. The results of the review were used to
determine if there is a generic, broader scope issue that needs to be addressed and to evaluate the
corrective actions taken in response to past occurrences to assure any new corrective actions will
be effective.

Davis-Besse CATS

A keyword search on “QA” was performed in Corrective Action Tracking System (CATS)
resulting in 141 hits. The subject descriptions were reviewed and hard copies obtained for those
that appeared to be related to the issue of oversight’s failure to identify and effect resolution of
significant plant issues. Most of the CATS items were QA’s identification of issues in an audit,
surveillance, or self-assessment, and CATS was tracking it to completion. Some other issues
were administrative in nature and included documents that were missing signatures, timeliness,
and procedure interpretations. Three items were selected for additional review: PCAQR 97-1019
that involved inconsistencies in implementation of QA procedures; CR 99-1889 that addressed
INPO’s questions regarding the adequacy of a QA surveillance; and CR 00-3108 regarding a
reevaluation of a QA Audit closeout review on periodic housekeeping inspections not being
performed.

Of these three, only CR 99-1889 is considered relevant to the issues of this investigation. It
“questions the adequacy of a QA surveillance completed in May 1999 that evaluated the site’s
effectiveness in resolving INPO/WANO issues from 1996 and 1998.” The CR was categorized
as “Important” and investigation identified several management factors that contributed to the
inadequate surveillance. Corrective Actions To Prevent Recurrence (CATPRSs) included a
clearer definition of the surveillance scope, a critique before issuance, a lower threshold for using
Condition Reports (CRs), including team members with expertise in INPO assessment
techniques, ensuring that there is adequate time given for the surveillance, and using direct
communication techniques. These corrective actions likely had some effect on the oversight
organization as evidenced by more critical audits beginning in 2000 (e.g., AR-00-CORAC-01);
however, other factors identified by this investigation continued to hinder the overall
effectiveness of oversight. The issues identified in CR 99-1889 are supportive of the causal
factor 1 in this investigation. Associated Recommended Corrective Action | amplifies on and
expands the management actions taken by CR 99-1889 in a manner that will effectively address
the identified issues. No additional action is required as a result of this experience review
information.

Davis-Besse CREST

The Condition Report Evaluation and Status Tracking (CREST) system at D-B was implemented
in December of 2000. A keyword search was performed in CREST using “QA in the “Title”

field. The following five CRs were selected for further review based on a subjective review of
the title of the CR.
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e CR 01-0426, SA 2000-0126 1999 iUMA QA Audit CA

e CR 01-2226, SA 314NQAP-2001 Results

e CR 02-0485, NQA SA 2001-0120 ;Areas for Improvement

e CR 02-1136, Lack of timely review of CR Corrective Actions by QA

e CR 02-2694, NRC indicating that the QA Boric Acid Inspection Plan was not timely

Review of these five CRs did not identify any additional considerations that need to be addressed
by this investigation. |

D-B Condition Reports were also searched using keywords: “NQA ineffective,” “QA
ineffective,” and “QA failure to identify.” One additional CR, 01-0427 regarding “Required audit
element not performed” was identified for further review. CR 01-0427 was written as a result of
self-assessment 2000-0126 and 1dent1ﬁed that previous corrective actions to address audit
scheduling have not been fully effective. The specific issue addressed by the CR was that
equipment qualification had not been audited as required since 1994. An extent of condition was
performed to evaluate whether other required audits had been missed. The extent of condition
review identified nine programmatic e]ements “which do not appear to have been assessed at an
appropriate level or frequency commensurate with their importance to overall program
effectiveness.” One of these elements was oversight of the Operating Experience Program,

which was also identified as weak by thlS investigation. The extent of condition evaluation
indicates recognition by the oversight orgamzatlon that they should have been more active in the
oversight of OE; however, it was not completed until May 2001, and therefore had little effect on
the opportunity to affect the RPV head event. It does represent an additional missed opportunity
by oversight to have recognized weakness in the OE program sooner when it may have had an
impact. The current FENOC contmuous assessment process for performing audits and
assessments inoludes comprehensive Master Assessment Plans (MAPs) to control the scope of .
activities assessed. Assessment of the OE program is included in current MAPs and is also the
subject of Recommended Corrective Action 14. Therefore, no additional action is necessary
based on this information from the experience review.

NUCLEAR INDUSTRY

The final piece of Operating Experience reviewed with regards to the issue of the “QA inability
to identify and prevent” was the INPO Website. A search of the “Just-in-Time” operating
experience for “QA” indicated 85 hits but nothing significant with regards to this issue.

Additional searches of the INPO Operating Experience Web Page were performed using
keywords: “QA failure,” “QA breakdown,” “oversight breakdown,” “Corrective Action
breakdown,” “OE Program breakdown,” “insufficient QA oversight,” and “insufficient quality
oversight.” No hits were obtained on these keyword searches. On “management expectations”
there were 195 hits, on “management expectations and implementation” there were 65 hits, and
on “insufficient oversight” there were 51 hits.

The most significant INPO Operating Experience with regards to the issue of the “QA inability to
identify and prevent” was found while reviewing the hits on “insufficient oversight” on the INPO
“Prevents Events” categories. Under “Quality Programs” a D-B head comparable, although far
less significant event, was noted in SEN 163 (a recurring event concerning a high-pressure
injection line leak). A cause category for Managerial Methods included insufficient use of
operating experience. This again provudes indication that earlier recognition of a weak OE
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program could have helped the line and oversight organizations improve that program. As
discussed elsewhere in this investigation, a stronger more effective OE program would have
contributed to identifying the head degradation sooner. This aspect of the issue has been
identified by the investigation, therefore no additional action is required from this experience
review information.

CONCLUSIONS

In summary, Operating Experience (OE) was reviewed to ascertain if the oversight’s inability to
identify weaknesses in key line functions and effect positive change had been previously
identified. The following examples show where there were opportunities for QA to identify and
improve their own processes:

e SEN 163 (4/22/97) --- This SEN provided indication of the importance of an effective OE
program. At the time of the SEN and with the information it contained, it is unlikely that a
clear connection would be made to the ongoing head degradation.

e CR 99-1889 (12/2/99) --- QA self-identified weakness in their surveillance process and took
action to address some management issues. Corrective actions likely had some effect;
however, other issues continued to hinder oversight effectiveness.

e CR 01-0427 (2/14/01) --- QA recognized weakness in their audit scheduling process and that
nine programmatic elements had not been assessed to an appropriate level. One of these nine
was the OE program. Corrective actions at the time of this CR were too late to have a
significant effect on detecting the RPV head degradation. Had this been identified sooner, it
may have had some effect.

The results of the experience review, while identifying some issues that could have been used in
the past to identify and implement earlier corrective actions, determined that there is not a
generic, broader scope issue that needs to be addressed. The corrective actions taken in response
to past occurrences are complemented and built upon by the corrective actions in this
investigation to assure that they will be effective.
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RooT CAUSE DETERMINATION

|

The following are the root cause and contributing causes addressing the issue présented in the
Problem Statement. E

RooT CAUSE

1.

Since the mid-1990s, D-B’s nuclear!safety values, behaviors and expectations were such that
oversight was not set apart, in terms of expectations and performance standards, from the
balance of the station. This affected the ability of the oversight organizations to identify
problems and effect needed positive change in station operations. Examples:

Oversight was not set apart in terms of performance standards. This affected their ability
to influence station behaviors that tolerated conditions that may have been detrimental to
safety.

Oversight did not influence the station to manage Corrective Actions so that problems
were effectively identified and fixed so as to prevent recurrence.

The oversight program was not structured for aggressive and intrusive oversight of
emergent technical issues; it was insufficiently challenging of the line organization.
Oversight behaviors reflected that ALARA was of higher concern than oversight of field
activities.

Oversight did not evaluate the risk involved with changes (including management
changes) and the potential need to adjust oversight or the environment surrounding
problem identification

Use of both internal and external operating experience by oversight was not sufficient to
result in effective application of this information to identify and prevent problems.
Oversight did not effectively oversee the station use of OE nor did oversight adequately
incorporate OE into oversight activities.

The Trending and Analysis program failed to provide consistency regarding the content,
degree of analysis, format, responsibility, expected use of information, and
documentation. Failure (of the line organization) to perform effective trending / analysis
inhibited the oversight function from using trend/analysis information to prompt the line
organization to identify the deficient condition of the RPV head, and from identifying the
condition themselves.

CREST Cause Code: H04 Management expectations were not well defined or understood.
TapRoot® Basic Cause Category: Standards, Policies, and Admin Controls (SPAC) confusing or incomplete. The SPAC
governing the oversight functions were inadequate to enable oversight to effectively accomplish its objectives.

CONTRIBUTING CAUSES

2. The training for the RC-2 event was ineffective. It failed to improve the ability of both the
oversight and line organizations to recognize corrosive conditions and their significance.
This contributed to the failure of the auditing team to raise a concern when auditing the Boric
Acid Corrosion Control Program during 12RFO.

CREST Cause Code; Q02 Corrective action for previously identified problem or previous event cause was not adequate to
prevent recurrence.

| .
TapRoot® Basic Cause Category: Training ~ 'Underslanding needs improvement.
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3. Oversight did not establish an effective method for assessing the oversight function. The
process for providing oversight of the oversight function was less than adequate, feedback
provided was mixed, and corrective actions were sometimes ineffective. Over a period of
years, assessments from JUMA, CNRB, and NRC were ineffective (did not identify existing
issues) and sometimes inconsistent. Follow-up response to identified weaknesses was less

than adequate.
CREST Cause Code: H04 Management monitoring of activities did not identify problems.
TapRoot® Basic Cause Category: Analysis and Evaluation lacked depth.

4. For a period of time, the management of the audit/evaluation process was not independent
from the management of the corrective action process. This lack of independence allowed
the oversight director to soften the thrust of an audit critical of the corrective action process

during 2000.
CREST Cause Code: HO2 Supervisory Methods.
TapRoot® Basic Cause Category: Analysis and Evaluation not independent.
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EXTENT OF CONDITION

Although the specific driver of this investigation was boric acid corrosion of the RPV head, the
investigation itself was on the efficacy of the D-B oversight functions as they related to that
condition. The investigation examined the causes for missed opportunities for oversight
functions to prevent or mitigate degraded equipment or components. As part of its Building
Block plans, FENOC has established program, system, and functional area (organizational)
reviews to determine the extent of condition. Specifically:

» The System Health Assurance Plan provides for reviews of systems.
= The Program Compliance Plan proik/ides for reviews of programs.

» The Management and Human Performance Excellence Plan provides for review of functions
and organizations. ‘

These reviews will be sufficient to determine the extent of condition of problems in systems,
programs, and organizations and, by implication, any significant adverse conditions missed by
oversight.

From a FENOC perspective, the extent of condition might extend to the oversight functions at
both Beaver Valley and Perry. Therefore, an assessment is recommended (see Corrective Action
17) to determine whether similar problems exist at those plants. The assessment should focus on
the evaluating whether those plants haVe problems similar to the root causes identified in this
report and the Root Cause Analysis Report for the failure to identify the significant degradation
of the RPV head. ‘ :

Finally, FENOC is performing an assessment of the adequacy of the CNRB, which will be
sufficient to determine whether CNR]% has been similarly affected.
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RECOMMENDED CORRECTIVE
ACTIONS

Note: Considering that this CR documents a situation where a function was unsuccessful in identifying or effecting resolution

of a significant issue, any corrective actions will be geared to successful identification or resolution of issues within some
time period. The Team felt that a significant issue (such as corrosion of the RPV head) should be identified and resolved
as early as reasonably possible. In this particular case, the Team felt that identification and resolution during time Period
2 (extending from start of I0RFO to end of 11RFO) should be expected. The Recommended Corrective Actions, then,
are geared toward ensuring that, in the future, the oversight function will successfully identify and effect resolution of
significant issues based on the type and nature of information which was available during Period 2.

Note: Since the oversight function at D-B is integrated into a single department that provides oversight for the other FENOC

stations, it is recommended that the corrective actions for oversight be incorporated across all three stations.

Note: The FENOC Change Management Policy should be considered in implementation

Preventive and Remedial Actions

CAUSE 1

Since the mid-1990s, D-B’s nuclear safety values, behaviors and expectations were such
that oversight was not set apart, in terms of expectations and performance standards, from
the balance of the station. This affected the ability of the oversight organizations to
identify problems and effect needed positive change in station operations.

ASSOCIATED CORRECTIVE ACTIONS:

I.

Preventive Action (PR). Complete

Create a new position of Vice President, OPID, reporting outside the station organization.
Staff this position with an individual who has demonstrated high standards for safety and
rigor, and is capable of providing leadership to enhance the values, behaviors, and
expectations of OPID.

Preventive Action (PR). Owner = OPID / LWPearce

Establish, document, communicate and hold OPID personnel accountable to expectations that

support the ability of OPID to detect adverse conditions, process information, and escalate

issues in a manner that ensures they are resolved in a timely fashion. The elements of this

action include:

» benchmarking of the industry for corresponding expectations

+ revision of the OPID Business Plan and appropriate implementing documents to address
these expectations

« face-to-face meetings on expectations by the OPID management team with OPID
personnel using lessons learned from the D-B RPV head degradation event, and this root
cause analysis to demonstrate the values by management

» continued frequent reinforcement of the expectations by OPID management.

The goal of this corrective action is to elevate the ability of OPID to cause positive change to
occur at FENOC stations when warranted. The expected changes include:
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4.

« emphasis on the importance of 10CFR50 Appendix B Criterion XVI regarding
management of corrective actions; this expectation should highlight that the goal is to
identify and fix problems (both equipment and process) to prevent recurrence, as opposed
to emphasizing programmatic processing and tracking

« emphasis on the importance of operating experience (both external and internal) in
developing a full understanding of a condition

« defining the role of the oversight organization relative to trending and analysis of station
conditions. An expectation should be provided regarding how the oversight function will
utilize trend and analysis to accomplish its role. The oversight function should provide
oversight of trending performed‘by the station, and also perform independent high-level
trending of key issues as a check on the effectiveness of the station’s trending. Although it
is recommended that the station line organization remain responsible for performance of
trending and analysis, development of this expectation should review this arrangement for
compatibility and achievement of the oversight function.

« modification of OPID values to emphasize the importance of problem identification and
resolution; adopt an OPID policy of zero tolerance for indication that problem
identification and resolution is being discouraged by management behaviors

« expectations for performance based assessment to critically assess activities and issues
beyond Appendix B compliance, including emergent issues and effective use of OE, and
accountability for same when information is available

« emphasis on the importance of intrusive oversight and aggressively (yet professionally)
challenging the organization to resolve issues

« expectations for the process for escalating issues, emphasizing raising controversial issues
to management in reasonable and timely manner; and for dealing with differing
professional opinions

« expectations for adjusting the amount and method of oversight when changed conditions
produce a change in station risk }

« an expectation regarding when to assess in-process activities; examples include critical
evaluations of station components, decision-making meetings affecting safety, restart
readiness decisions, decisions té fund or defer modifications, interface between the
Company and the NRC, etc. '

« emphasis on the potential for complacency within OPID based on positive feedback from
external sources. The expectation should reflect the need to balance positive feedback
from external sources with the peed for continual critical self-assessment. (This is also
related to CAUSE 3) ’

| .
Preventive Action (PR). Owner = OPID / LWPearce
Modify the values of the oversight organization in the OPID Business Plan to set itself apart
from the culture of the station, assure that it always maintains the highest standards with
regard to a questioning attitude, and continually drive the site organization to a higher level of
excellence. Oversight’s values should include respect for the reactor core, principal safety
barriers, nuclear safety, equipment important to safety, and avoidance of “group think” and
“cockpit mentality” (looking inside without considering what the outside is telling you). The
oversight organization must maintain sufficient independence in their thought processes that
they do not inherit an unhealthy stiation culture but rather maintain a strong questioning
attitude about station activities affecting safety.

Preventive Action (PR). Owner = OPID / LWPearce
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10.

Provide organization, staffing, tools, training, office location, etc., for the oversight function
appropriate to revised expectations; match all elements of resources and expectations.

Remedial Action (RA). Owner = OPID / LWPearce

Establish an expectation within OPID and with the FENOC stations that OPID will comply
with the ALARA principles, but that these principles (i.e., dose budgets) will not be used as a
basis for limiting access to areas for activities deemed important by OPID.

Remedial Action (RA). Owner = OPID / LLWPearce

Develop and implement a systematic approach to sharing lessons learned from this
investigation with both Beaver Valley and Perry organizations. This action includes a face-to-
face feedback session with all OPID employees regarding lessons learned for oversight from
the D-B head event including focusing on the importance of managing corrective actions,
using operating experience, etc.

Remedial Action (RA). Owner = OPID / HWStevens
Using industry benchmarking, integrate INPO Warning Flags for declining station
performance into measures for evaluating station performance.

Remedial Action (RA). Owner = OPID / LWPearce

Develop a plan for allocation of assessment resources during planned outages. The plan is to
be tied to and approved by the outage milestone for naming of outage project managers. The
plan shall reflect the need to dedicate OPID resources to oversight activities prior to
committing to support of line activities.

Remedial Action (RA). Owner = OPID / LWPearct

Upon development of changes to expectations of the oversight function, conduct appropriate
reviews with line management at each station to ensure that the oversight values and
expectations are effectively communicated to the station. Work with station management to
ensure that they understand, accept, and embrace the value of an effective and critical
oversight organization.

Remedial Action (RA). Owner = OPID / LWPearce
Establish methods for formal reinforcement of OPID values on an on-going, periodic basis
with OPID employees.

. Remedial Action (RA). Owner = OPID / HWStevens

Establish a schedule for periodic effectiveness reviews relating to the corrective actions in

this CR to ensure that the changes in expectations and values become rooted in the culture of
OPID.
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CAUSE 2
The training for the RC-2 event was ineffective. It failed to improve the ability of both the
oversight and line organizations to recognize corrosive conditions and their significance.
This contributed to the failure of the auditing team to raise a concern when auditing the
Boric Acid Corrosion Control Program during 12RFO.
ASSOCIATED CORRECTIVE ACTIONS:
12. Remedial Action (RA). Owner = OPID/ MAPavlick
Use industry benchmarking to develop performance-based methodologies for OPID to assess
the effectiveness of training for both: QA and the line organization resulting from emerging
conditions (e.g., RC-2 or the D-B he;ad).

CAUSE 3

Oversight did not establish an effective method for assessing the oversight function. The

process for providing oversight of the oversight function was less than adequate, feedback

provided was mixed, and corrective actions were sometimes ineffective. Over a period of

years, assessments from JUMA, CNRB, and NRC were ineffective (did not identify existing

issues) and sometimes inconsistent. Follow-up response to identified weaknesses was less

than adequate. |

ASSOCIATED CORRECTIVE ACTIONS: |

13. Preventive Action (PR). Owner = OPID / LWPearce
Develop an improved method for oversight of the oversight function. Institute a formal
requirement for findings and issues identified by the selected method to be incorporated into
the CAP to ensure tracking and closure. Desired elements of the selected option would be
development of performance objectives and criteria, and sharing of industry best practices.
Options may include such actions ak working with JUMA to develop a more rigorous process
to drive oversight to excellence. '

CAUSE4

For a period of time, the management of the audit/evaluation process was not independent

from the management of the corrective action process. This lack of independence allowed

the oversight director to soften the thrust of an audit critical of the corrective action

process during 2000.

ASSOCIATED CORRECTIVE ACTIONS:

11. Remedial Action (RA). Owner = OPID / LWPearce
Reassign responsibilities so that the audit/evaluation function is independent from the CAP.
The current organization provides independence between the oversight organization and
CAP. However, the assignment of responsibility for the CAP common process to an OPID
Manager threatens this independence.

i
!
|
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Enhancement Actions

Although the following items might not have prevented the incident from happening, they do
have the potential benefit of adding assurance that similar types of events will not occur in the
future. While there is not a direct linkage to a specific cause, a reference by the Team to the
cause they were originally associated with is provided.

14.

16.

17.

Enhancement Action (EA). Owner = OPID / MAPavlick (Refers to Cause 1)

Use industry benchmarking, and add an element to the Common Master Assessment Plan to
assess the use of OE as part of the assessment of the appropriate functional areas. This
action will require auditors to be familiar with existing OE prior to performing assessment
activities.

_Enhancement Action (EA). Owner = OPID / HLHegrat (Refers to Cause |)

Benchmark the industry regarding assessment of behaviors (including management) to the
scope of OPID tasks. Add assessment of behavior to the appropriate OPID Master
Assessment Plans if appropriate definitive guidance is available.

Enhancement Action (EA). Owner = OPID / RLHansen, HLHegrat, HWStevens (Refers to
Cause 1)

Each OPID NQA section review the ISE function to ensure that OE reviews are fulfilling the
commitments made to NUREG-0737.

Enhancement Action (EA). Owner = OPID / RLHansen, HLHegrat (Refers to Extent of
Condition review)

OPID NQA sections at Perry and Beaver Valley perform an assessment to determine if
similar problems exist in the oversight functions at those stations; specifically, problems
similar to the root causes identified in this report and the Root Cause Analysis Report for the
failure to identify the significant degradation of the RPV head.
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Documents reviewed ;
As listed in the CR 02-2578 Integrated Database

Personnel contacted
See Attachment 12

Methodologies employed

The overall analysis method was Event and Causal Factor Charting, as modified for this event;
refer to Data Analysis / Methodology for details. The principles of TapRoot® were used to the
extent practical. The paragraphs below describe the methodologies used for review of various

types of station data.

REVIEW METHODOLOGY OF AUDITS AND SURVEILLANCES

The team approach to the review of audits and surveillances was based on provided lists, which
sorted these documents as far back as 1990. The lists were reviewed for potential items
associated with the identification of boric acid and (Pressurized Water Stress Corrosion
Cracking) PWSCC related issues. Other typical audit and surveillance selections included those
having a focus on outage activities, operating experience and corrective action. The lists were hi-
lighted to identify desired items for team review. Hard copy of a number of more recent
documents was provided by the D-B NQA staff from their file. Additional hard copies of other
selected documents were obtained by the team using record searches and the microfilm files
located at the D-B Records Center in the DBAB.

The selected items were reviewed by the team to identify audit/surveillance scope, ratings, and
issues identified by these documents. Supporting documents such as checklists, PCAQRs, CRs
and closure documents were additiondily reviewed for several of these items as determined
appropriate by the team. A summary of the review of the¢ documents obtained was entered into
the team’s database. Each item entered went through a group team review as to how each
document was related to the review model of detection, signal processing, output, etc., and
appropriately coded. This information was then used as input to the overall team conclusions
concerning oversight influence of processes that could have led to earlier detection of the RPV
head issue as well as self-detection of this issue by oversight.

In addition to the audits and suwei]laﬁ%@gv reviewed, additional keyword searches were performed
to find additional information related to the issue of boric acid corrosion. This additional
information consisted of various internal and external correspondence, corrective action
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A search of the D-B Nuclear Records Management System (NRMS) was performed. This
database contains index entries for the quality and non-quality records maintained by Nuclear
Records Management. NRMS was utilized to perform inquiry and retrieval of selected
documents. These indexes can be displayed on the terminal screen. The actual record can then be
viewed from the specified microfilm cartridge number and frame number of the indexed record.

REVIEW METHODOLOGY OF QA TREND SUMMARY REPORTS AND ISEG REPORTS

QA Reports: Document types selected for review were all QA routine reports to station
management that summarized the health of programs, processes, and plant equipment. The time
period selected was 1994 through 2001.

The reports were reviewed to determine if QA was consistently reviewing programmatic
indications along with the performance of plant systems, structures, and components, to evaluate
the effectiveness of the managed systems in operating and maintaining the plant consistent with
design and license bases. A subjective assessment of the nature and strength of message to line
management was made for each report. This was compared with the factual information on plant
performance depicted on the Five Non-Conformances Integrated Timeline, produced by the NQA
Team.
ISEG Reports: ISEG records index was reviewed, and documents were selected for retrieval
based on the following key words or phrases:

= Routine reports

« Control Rod Drive Mechanism flange leakage

« CRDM leakage issues

« Boric Acid

» Operating Expericnce Assessment Program

« Operating experience

» Containment fan coolers

« Reviews of engineering products

» Related to PCAQRs or CRs identified on the Timeline

The time period selected for ISEG reports was 1990 through 2000. The primary review was
slanted toward the vigor of application of OE, and the ISEG messages being conveyed to line
management about performance of systems, structures, and components, versus the factual events
depicted on the Five Non-Conformances Integrated Timeline, produced by the NQA Team.

Miscellaneous developed source documents were identified during the review of records found
under the above categories. Typically these were specifically referenced ISE correspondence,
PCAQRs, QA correspondence, or reports.

REVIEW METHODOLOGY OF TIMELINE

The NQA Team provided the Five Non-Conformances Integrated Timeline, identifying
key events related to RPV head dcgradgtior{, covering the period 12-29-86 to 3-14-02;
included was supporting documentation for the key PCAQRsS/CRs. This information was
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reviewed in its entirety to identify specific mention of activities related to the oversight
function, as well as references to additional implications for the oversight function. Any
information related to oversight was captured in the team database and evaluated by the
team for implications on the oversight role.

REVIEW METHODOLOGY OF PERSONNEL INTERVIEWS

The NQA Team had interviewed 34 individuals, and provided the notes from these
interviews; a list of personal interviewed is provided as Attachment 12. Much like the
Timeline, this information was reviewed in its entirety to identify specific mention of
activities related to the oversight function, as well as references to additional implications
for the oversight function. Any information related to oversight was captured in the team
database and evaluated by the team for'implications on the oversight role.

REVIEW METHODOLOGY OF NRC DOCUMENTS

NRC related documents considered for this investigation included NRC Inspection Reports (IR)
and correspondence between D-B and the NRC, both to and from. The initial review was of IRs
from 1990 to the present (June 2002). These IR are available in the “NRC Correspondence” file
of Folio Views and were identified in that database using a search criteria of “Inspection Report.”
Each IR was selected to ascertain the subject of the inspection. Those with subjects of: Security,
Operator Licensing Exam, License Opérator Requalification, Y2K Readiness, Emergency
Preparedness, Station Blackout, IST — Response to GL 98-04, and Fire Protection were excluded
from further review. The remaining IR were word searched using the following key words with
the intent of identifying the corresponding issues:

Key Word Corfesponding Issue

Boric Boric Acid '

Vessel Vessel Inspection .
Alloy Alloy 600 '

Leakage Pressure Bounda"ry Leakage

Reactor Reactor CoolantTLeakage, Reactor Coolant
Coolant System Inspection

Head Head Inspt:ction"i

BACC Boric Acid Corrosion Control Program

88-05 Generic Letter 88-05

97-01 Generic Letter 97-01

01-01 Bulletin 2001-01

86-108 Information Notice 86-108 and its supplements
Quality Quality Assurance

Cooler Containment Air Coolers

CRDM Control Rod Driive Mechanisms

Control Rod Contro! Rod Drive Mechanisms

Root Cause Analysis Report ‘ References « 36



Each “hit” on the above key words was reviewed to ascertain pertinence to this investigation. If
there was pertinence the IR was flagged as a “trigger” and at least one entry was made into the
CR 02-2578 Integrated Database. If appropriate, multiple entries were made. The majority of
the reviews were done using the electronic version of the document in Folio Views. For some
key reports such as the NRC AIT Inspection report and Resident Inspector’s report for this event,
and Resident’s report covering the RC-2 issue, a hard copy was used for review. In addition, the
Resident Inspectors reports for the time periods covering 10RFO, 11RFO, and 12RFO were
reviewed in hard copy even if there was not a “hit” on a key word. In the cases of these key
reports, entries were made into the master database, as appropriate, to denote the lack of
information on issues related to corrosion of the head.

For review of correspondence to and from the NRC related to this issue, a key word search of the
“NRC Correspondence” Folio Views database was performed using the following: RC-2, Alloy
600, Boric Acid Corrosion, Generic Letter 88-05, and Generic Letter 97-01. Correspondence
identified from this search was reviewed primarily to determine Quality Assurance involvement
in outgoing correspondence (signature on a buck slip) and distribution of incoming
correspondence to Quality Assurance. The overall objective was to determine the level of
knowledge and involvement that Quality Assurance had in correspondence between D-B and the
NRC related to the head degradation issues. Additional selected correspondence was reviewed
as identified during the course of the investigation and entries made into the master database as
appropriate.

Team Members

In order to ensure adequate independence of the Root Cause Team, the Team was comprised of
personnel external to D-B. However, to maximize the value to FENOC in terms of lessons
learned, the Team was staffed primarily by oversight personnel from Beaver Valley and Perry.
The Team composition was:

Daniel C. Poole, Senior Management Consultant, Sentco, Inc.

Ronald A. Glus, Advanced Quality Evaluator, NQA Beaver Valley, OPID
James D. Kloosterman, Supervisor Engineering Assessment, NQA Perry, OPID
Russell J. Tadych, Senior Staff Engineer, FENOC Collective Assessment, OPID
Kenneth E. Woessner, Senior Nuclear Evaluator, NQA Beaver Valley, OPID

The NQA Managers at Perry (Henry L. Hegrat) and Beaver Valley (Ralph L. Hansen)
supplemented the team. These Managers were the primary interviewers, and provided review of
tearn activities on a real-time basis through daily telephone updates and one-day or two-day visits
with the team each week.
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ATTACHMENTS

9.

. Feedback Model Diagram

Events and Causal Factor (E&CF)Charts

Functional Tool Analysis Chart - Prior to 10RFO

Functional Tool Analysis Chart — End of 10RFO through End of 11RFO

Functional Tool Analysis Chart — End of 11RFO through End of Mid-Cycle Outage of 1999
Functional Tool Analysis Chart — End of Mid-Cycle Outage of 1999 through End of 12RFO
Functional Too! Analysis Chart — After 12RFO

Standard Interview Questions for Oversight Personnel

List of Oversight Personnel Interviewed

10. Standard Interview Questions for Selected Line Management

11. List of Selected Line Management Personnel Interviewed

12. List of Personnel Interviewed by the NQA Team
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Attachment 1 — Feedback Model Diagram
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Attachment 2 — Event & Causal Factor Chart
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DB CR02-2578
Oversight

Effecliveness

Period 1: Prior to 10RFO
{End date = 4-8.96)

N=1K B3 B2 5] s
. R 3-22-.91; 9-32-92: ISE 9-12-91: PCAQR 91-353
90, 10/94; 2 -80:
Pgl A(gRs :e CRDM IS1E%20?JO1 53 AR-91-CORAC-01 92-00128 cites indicated OE and existing
leakage are rated low — concluded OEAP not P concludes OEAP —» continuing problems P> plant conditions were
significance effective (43) improved moderately w/ RCA associated w/ connected re BA at thats
(263) OE (46) time
I
» /3 B3
= ISEG did not IN 86-108 &
PCAQRs are 90-120 QA did not affect affect change in Supplements 1, 2, 3
(2-21-90) and 94-912 change in OEAP OEAPQ (PWSSC) of alloy
(10-10-94)

A1

Low significance

PCAQrs for CRDM

flange leakage;
t likely to id

Supv Methods E

600 had been fssued

| ineffective %
]
+
| .
| B2 B B 13
Tracking of ISEG did not
i viltaﬂTol’;a(:dhlgh \ oversight issues was identify the failure
a ;glnfo b atT;n @ done outside of to conect OF with
gl CAP BA issues

B Be Ens
7-13-00: ISE 1-25-91: ISE | Early 1990s: Hot
90-00104 is issued —————P»01-00012 is issued [————» Leg Thermo Well
(40) 41) leak occurs (98)
@1.6 BLG 51.6

Report concludes CAC
design is Marginal (40)

Report reaffirms CAC
design Is Marginal (41)

Leads to fouling of the
CACs (98)

R Es
. 9-23-93: Service
5-27-92: ISE Structure Mod
92-00074 is Issued —— 90-00121s
“2) cancelled (98)

[51 6

Memo provides
streamlined method for
cleaning CACs (42)

frequent CAC cldaning
180K .

i




@3

1990 - 1994: 5
Key PCAQRs re
—.>

DB CR 02-2578 Petiod 1; Prier to 10RFO

{End Date = 4.8.96) -

Oversiqht
Litectwvencss

B MOE. 1
214
Station Oversight
QA Summary functions were not

Trend Reports for

BA issues were
issued

B 13

PCAQRs were

80-510, 93-098,
94-295, 94-912, and
94-1338.

PCAQR 94-1338 was a
Part 21 on Alloy 600
(392)

focus on Program vs
Equipment issues
31,32, 33, 34, 35)

successful in identifying
or affecting resolution of
issues related to corrosio‘n
of RPV Head prior to
10RFO

1993 - 1995 wers
issued

I

Trend Summary process
was in evolutionary state
over 1993-1995
(31,32, 33, 34, 35)

1.6
Bre 2s Bre B
1990 - 94: 3 5/94 - 2002:
. 3-17-94: PCAQR 4.27-94: PCAQR Service Structure
PCCAFSDRNT oy e: © 94-295issued [~ P94-295 is changed Mod 94-0025 s |
leaka eg (58) to Not SCAQ (58) deferred/not
° imlemented (98)
1.6
Bx.s @1.6 @

PCAQRs are 90-120,
91-353, 94-912

@1_6

PCAQRs lead to
mindset that CRDM
flange leakage is an -
accepled condition

Enhanced inspection is

Action is submittal by
deemed not a QA Director (58)

commitment (58}

D6

Conditions lead to
mindset that RPV Head

stalioging S U IS
for substandard equipmant
performance, the oversight function

Inspection for CRDM, e ,,gncreas!ng}{z@ssed opporturgmes o -
nozzlé cracking is not Inflierice positive changes in
required

conditions-detrimental to safety.
(HO4)
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l
i
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DRG0 2T

Oversight
Effectiveness

Peried 2; 10RFO through 11RFO
(4-8-96 through 5-17-98)

' ™25 4
Bp4 BZ E Bps Ers
8-22-96: QA 10/96 - 3/97: CNRB
. 6/97: CNRB reviews 3-13-98: QA Quality
Summary Trend , reviews station ' ' 1-9-98: JUMA Audit . )
Report for 1st half of performance (366, station pe;r;gnnance Reportissued (162) Trend Report for s
1996 issued (29) 367, 368, 369) (370) 4Q07 issued (27) | §
B 24 E Baa E° B
CNRB questions disparity 6-17-97: CNRB N
P}::pg:nf?:;‘s:dt::n between audit specifics identifies need for R?p;rt mdlmt.es Repol_'t provides no
°g ather and conclusions (366, higher level trend report strong audit analysis of long term
Equipment issues (29)

367, 368, 369)

(370)

function” (162)

trends (27)

T\ TN
Y
7
BRzs Bas
QA Program was getting : Mixed messages may

mixed reviews for
external oversight

" have preciuded 2 more
aggressive audit
program

Ere @26 B 26
4-21-96: PCAQR 96-551 Is 7-28-96, 12-23-96, 5-7-97;
written, documenting presence 8-22-96: Quality Trend Three Corrective Action
_‘y of red/brown boric acid on ———P  Summary for 1Ho6 [QAD  ———————P Audits, covering mostof
a periphery of RPV head, at 96-80099] Is Issued (29) 1996 and 1997, are issued
CRDM 67 (76) {157, 158, 164)
X 2.6
g B2s B

PCAQR 96-551 demonstrates
lack of questioning attitude;
buildup of red/brown boric

acid is dismissed as a

"software issue." (76) -

PCAQR 96-551 reflects
tolerance for Ion: ing

equipment prob
INPO warnin

Focus is on program
performance. Wear and
Aging is noted as 2nd
highest cause code, but no

discussion (29)

e audits are: AR96-CORAC-02
[performed 8/96 to 11/96);

AR-97-CORAC-01 fperformed
2/97]; and AR-97-CORAC-02
[performed 8/97-9/97] (157,
158, 164)

Bzs

Station did not provide
needed improvements in
response to QA oulputs




Eps
1197 - 9/28; NRC

conducts various

DB CR 02-2578
Oversight

Effectiveness

Period 2: 10RFO through 11RFO
(4-8-96 through 5-17-98)

reviews of stalion
performance (232,
203, 207, 316)

B 2s

NRC message on audit

program is neutral
(232, 203, 207, 316)

During Period 2, Engineering
had responsibility for
disposition of most PCAQRs
realted to RPV Head

QA did not do functional
oversight of Engineering;
only Appendix B audits

@2.5

Prior to 2000, QA provided

no functional oversight;
oversight was via

Appendix B audits (73)

%2.5

Audit/Surveillance method
is compliance based; does
not include in-depth

functional assessment

1dentrfy%n Engheeﬂng error
ofjudgment re;! the RPV head

BQS

@26

aZ.S

6-17-97: CNRB questions
stations’ valuation of CAP

2-25-98: CNRB questions
stations' valuation of

3-13-98: Quality Trend
Summary for 4Q97 [QAD

(379, 380) Oversight (381) 98-80022] is ussued (27)
B26
D28

All 3 audits rate the CAP
effective at addressing and
resolving problems. No CRs
direclly related to boric acid
issues were reviewed. (157,
158, 164)

No meaningful analysis of
long term issues is
provided (27)

Bes

Station does not value
CAP

N %

overs

) ig .cwon?
e’é%’;po% fties to

Mod to Service Structure
(94-0025) deferred
throughout Period 2 (98)




DB CR02-2578 " Perlod 2: 10RFO through 11RFO
Oversight (4-8-96 through 5-17-98)

Effectiveness

i
@23 | BR3 g 23
9-20-96: NEI comments on 12-17-87: QA assessment of

P Draft GL rg g;J)M pwsce f—————p 4‘1°97th§24’(;;§;55”“ ———» OEAP program s issued
(57)

o

Letter notes concerns re
CRDM crack leading to

nozzle rupture and boric
acid corrosion of RPV head
base metal (331)

GL 97-01 requires
licencees to describe their
program for timely
Inspection of vessel head
penetrations (333)

Report cites a continuing
weakness in OE not being
adequately evaluated

NE! letler is provided to
Quality Assessment
Manager (331)

No indication that a
PCAQR was written

High volume of external

OE Information detracted
from boric acid issue

| .
i
B2 : B2 B2 BR
3-8-97: CNRB AQS
(AT97-0188) notes a sense

that audits are finding and 6-17-97: GNRB notes that 10-16-97: QA audit report 4-16-98: QA audit report of
L reportin, weaknessgs but P} only 1% of PCACRs are Cat > on CAP issued . CAP issued —
e i 1or2 (363) [AR-97-CORAC-02] (157) [AR-98-CORAC-01] (156)
that they are not getting {

things fixed (362)

B’l.‘l

QA concludes that CAP is

effectively implemented, but
Identifles some issues with
prompt identification and

resolution of problems (157)

QA concludes that CAP is
effective, with minor issues
In complaince and

tranding (156)

@2.1

CAP ineffective wrt
significance, timeliness,
RCA adequacy, CA

adequacy




Period 2: 10RFO through 11RFO
(4-8-96 through 5-17-98)

DB CR 02-2578
Oversight

Effectiveness

B MoE2
e as :
Station Oversight functions
1-9-98: JUMA audit report i:gfg?:gsgzzﬁ:‘:
M issued [ARE%?JUMA—OH resolution pf issues related to §
——Pp corrosion of RPV head, 10RFO
through 11RFO

JUMA report identifies
strong audit function, QA
challenges understood;
some issues with OE
screening (162)

B2a

A T
- \

/ QA did not effect change
in OE program

\
~— — - rd
2] S thod B2
upv methods - - — -
ineffective - o
/ Ovérsight did not connect
OE with Internal plant
events /

Bt

@ 21,22

Corrective Actions on
PCAQR 91-353 (re
connecting OE with

plant conditions) were

not sustained

B21.22.3.

Two efforts at Root Cause
Evaluation for PCAQR
96-551 are not completed
through approval during
Period 2 (74)

PCAQR 96-551 (re boric
acid found on RPV head

on 10RFO) is open
throughout Period 2 (74)

[l

Management follow-up
or monitoring did not
so've problem




Bss

Bss

9-3-98: NRC IR 98-11
____> provides posltive

stalements toward audit

and CAP (207)

1-6-88: CNRB comments
Pl audits not tooking in right
place (357, 371)

L

@3,5

thinking part of
decision-making and

B 36

CNRB comments audits
should be targeted toward,

problem solving (357, 371)

! @ 35

QA Audit program
continues to get
mixed reviews from
external oversight

Oversight
Effectiveness

DB CR 02-2578

Period 3: End 11RFO through Mid-Cycle Ot¢
(5-17-98 through 5-10-99)

a 31,35 E a5
3-30-99: RC-2
Investigation concludes 3-30-99: RC-2
"QA/QC were not Investigation concludes
proactive In getting P> QA only hes resources to - ‘
Involved In RC-2 Issues” do Tech Spec audits
(112) (112)
A
B3s B3s

B 35

Engineering had

responsibility for
disposition of most

PCAQRs related to RPV

head

QA did not do
functional oversight of
Engineering; only
Appendix B audits

QA did not perform
functional oversight
prior to 2000; only
Appendix B audits (73)

@3.5

/" -Audit/Surv. program Is

compliance based; does
not inclide-n-depth

functional assessment

“AuditSurviwould identify

Q3
Rtis uniikely that

-:an Engineering error of
dudgment re the RPY

B 3.6

4-21-96 - 1-19-99:

open through most of
Period 3 (103)

' PCAQR 96-551 remains

—‘» open fothroughout
Period 3 (393)

PCAQR 97-224 remains

Ba1322

8-2-98: CNRB questions

8-6-98: PCAQR 98-767 SRB consensus causing
is closed to PCAQR _"’ people to omit Root —
96-551 (108) Causes and CAs from

PCAQRs (365)

@3.6

PCAQR was open for 33
months, had 9 extensions,
had 2 failed RCEs, was
closed as Apparent Cause
(via downgrade) (103)

@ 3.6

PCAQR 96-551 challenges

decision that GL 88-05
inspections are not a

commilment {107}

B 3841

PCAQR documents
CNRB concern re
lack of ownership of
CAP (393)

8 B3

At end of Period 3,
PCAQR had been
open 27 months.

N

B 3.6

BZ!.G

PCAQR 98-767 documents
fist size clumps of boron
on RPV head at 11RFO;

some was rust/brown color.

(108)

PCAQR 98-767 was not
made a restart restraint for
startup from 11RFO (108)

Bas

Leakage did not challenge
possible leak on head (68)

@ 38

- >’GRDM flange leakage

continues as an accepted
condition




DB CR02-20/8
Oversight

Effectiveness

Perlod 3: End 11RFO through Mid-Cycle Ot
(5-17-98 through 5-10-99)

3.4
B Eha Bpe
3-16-99: Audit 3/99 - 6/99: CAC
No QA Summary Trend ' S’;i{:zﬁi’z':scﬁ:h ' cleaning issues not
was issued in 1998 tlren d[ing of low level Included in trend

PCAQRs (145)

discussion (11, 12, 13)

A

- - -
EER Els.-:
Plant issues: RCS unidentified

leakage; frequency of CAC QAD 99-70055 (3-19-99),

cleaning: volume of bortic acid in
CACs; Cnimt rad monitor atarm

QAD 99-70070 (4-14-99);
QAD 99-700100 (6-10-99)

B34 |
Current plant Issues/trends
were not belng effectively
analyzed = A
@ 34
Trénding was Ihgéff_e‘dive; )
equipment issdés and long
ferm frends.wereinot being.
O effetbtvely Shanad
L
32

Ei

9-3-98: NRC comments
(IR 98-11) assignment of
RCA resp lo line was
improvement (206)

BEp2.3s

3-16-99: ISEG reviews
planned deferral of Mod
to Sve Structure

B a1as

1-6-99: CNRB notes CAP

' proc. change to require

(94-0025) to 13RFO: each RC to be written

ISEG concurs (111) down (388) .
' e n s ™
@ 3.6
Premise was that 85% to
95% of head could be
cleaned if adequate time
is provided B3
3 of the 5 SMT
member s have <1

year of PWR
experience

[SES

Oversight was fot
adjusted to
compensate for lack
of PWR experience




’ 1998: Plant experience:cl

Baas

boric acid issues i
|

i

[8:]

CR02-2578
Oversight

Period 3: End 11RFO through Mid-Cycle Ot

{5-17-98 through 5-10-99)
Effectiveness .
et 2e g
10-21-98: QA evaluates
3-31-99: RC-2
AR-98-CORAC-02) CAP . 1 3
(as affective ove m")wim investigation (CR98-020) -6-99: CNRB/AQS notes

improvement

OE and collective

needed in

significance (395)

more involvement in
CAP (113)

conlcudes QA needs

C

EY

4-22-98: PCAQR 98-767 re
fist size clumps on RPV

head during 11RFO

33

bolting on RC-2 valve

2-17-98: CR 98-020@_

B33

-J

no self assessment of
CAP was performed this ‘
period (386)

|
QA did not affect change in
OE program

B33

High volume of external OE
information detracted

@ 3.3
Oversight did ne
O with Intem?
even
) 1 .
B3 ' B3e e B 34,22
- - 1-6-99: Chair of
1-6-99: Chair of ‘ 1-6-99: Chalr of CNRBJAQS notes Ops 1-6-99: CNRB/AQS
CNRB/AQS expresses CNRB/AQS questions and Maint. audits comments "we do not
P fustrationwithslow T station mgmt about | > identified staff reduction > know cause of events” ’
improvement of ISEG leadership role of QA as a concern but took no (389)
(387) (38L4) action (372)
? 4 <

Mgmt discouraged

issue identification

B3

Mgmt behaviors are

not supporting CAP

B 28

(84)

Some mgmt felt INPO
1 rating built
arrogance and run for
Perf Indicators (91)

Examples: Mgmt behavior at
mtgs, emphasis on Pls,
pressure 1o operate, fearful of
Mgmt, RSE reluctant to push
mod for head inspections

Cultifa

thorough’ ressitiild

isnbt
{ mpt-

* ‘Station confinies fonot
put a high value on CAP

and oversight




Period 3; End 11RFO through Mid-Cycle Of
{5-17-98 through 5-10-99)

DB CR 02-2578

Oversight
Effectiveness

B
@ a1 @3‘1 M.OE. 3
Station Oversight functions
1-19-99: QA concludes 3-16-99: QA concludes werg not SUCCeSSfITﬂ fn
| (SR-OOMAINT-07) that Cas | J| CAPIs effective with identifying or affecting
for RC-2 are inadequate significant issues noted resolufdon of issues related 19
(309) (145) corrosion of RPV head, End &
11RFO through Mid-Cycle
Qutage of 1999

B3

PCAQR 97-224, written to
improve CAP actions, is
open throughout Period 3

. achleving.slgnificant
improvement In CAP

Including,fhe CAP. {H04) _

232 P2 Bpe
1-19-99: QA Surv 3-31-99: Completion of 5-10-99: QA does not
(SR-98-MAINT-07) requests that . qation f . _J
__> investigation for PCAQR ' investigation for RC-2 event (CR | ' challenge duration of
0 - 98-020) was completed and investigation for CR
98-1885 include decision to approved. (110) 98-020 (110)
five with leakage on RC-2 (309) proved.
/]
@3'2
6
resenter of Root Cause @3

Analysis for PCAQR
98-020 feels he was
"laughed out™ of CARB
in ~3/99 (77)

CR 98-020 is RCE
on RC-2 event

@ 36

Mgmt states RC-2 event
is "one of all-time, top 10

ugliest DB eventsin 5
years-of more™ (109)

PCAQR 96-551 {re boric
acid found on RPV head
on 10RFO) is open
throughout Period 3 (74)

RCA contirgqés .fb,cootgibute
Y o TRefEc :

Investigation takes 3.5
months to complete
(110)




B

DB CROY 2578

Oversight

Effectiveness

@4.4

7-3-99: CR 99-1300 (iron
oxide on rad monitor filter)
was Missed Opportunity for

trend and anlaysis to
identify problem (89)

7-25-99: NRC IR 89-08 refiects

DB knew they had not achieved |

pre-code safgety valve leakage
rate (220)

————J B44

DB inspection ptan makes no

mention of coi"lslderlng RPV

head as potential souce of
leakage (220)

e

Reports fails to

rate issue, rad

B 4.4

CAC cleanings and daily
rad monftor filter work. QA
fails to connect RCS leak

fllter, and CAC (16)

~7/99: Cycle 12
Periodic Assessment of
Radiation Monitoring
System (NPE-00199)
reports functional failures
of rad monitors  (38)

Period 4:

B -
8-6-99: Quality Trend )
Summary Report for 9~17:99. QA
6/99 - 7/99 | E Turvo;lllar;cel on ]
QAD-99-80088) is ’ ngineering is issu
( issued (16)) . (SR-89-ENGR-087
(184}
Bra

mention

monitor

Missed Opportunity for QA, in
that QA fails to challenge
engineering that assessment
suggestions are not being
seriously looked at. QA
accepts Engrg response that
no new Engrg activities will
be initiated (184)

QA fails to cite chapter
and verse regarding
equipment degradations
in the plant; QA focused
on programs and process,
not equipment (184)

e

@3‘6, 41

—>

@4.1
i

7-1-99: In response to RC-2
violation, FENOC letter
corroborates NRC assessment
that CAP was effective at time!

of RC-2, and remains effective

(313)

—> concern re lack of

deguately.analyze:plan
Sondi réfote

and ISEG did not

@4.1

54.1

approx 10-99:
PCAQR 97-224,
documenting CNRB

ownership of CAP, is
closed this Period
(393)

10-8-99: Quality Trend
Summary Report for 8/99

9/99 (QAD-99-70145) is issued

(17, 18)

10-23-99: QA completes audit
—’ of CAP (AR-99-CORAC-02)
(143)

@ EN

QA notes weaknesses in
trending of equipment, CR
data, and other sources

Q41

QA findings are not

assessed

critically reviewed and

B 4s |—_J*

Issues are CA timeliness, use of
TERMS, Extent of Condition,
CR initiaiton/categorization,
and trending/analysis {143)




DB CR02-2578

Oversight
Effectiveness

Period

4: End of Mid-Cycle Otg through 12RF
{5-10-99 through 5-18-00)

4.4
= B 2 B
. . 12-10-99: Quallity
A . 10-8-99: Quality N

M -53.09-

reﬂgtr:]: [tr:nalte g: aZs Trend Summary 108 S:.C(i‘:‘ But gereni fsolirqgsa?g-
nol identifying boric | P> Report or 8/99 - 9/99 > (AR-99-CORAC-02) is | > e N

o (QAD-99-70145) is : . ]
acid issues (93, 98) issued (17) issued (143) (QAD-89-70169) is

issued (19, 20)
-y 2+

VP monitoring QA
binning, but not boric
acid issues identified
(93)

ad_d

Plant Mgr monitoring
QA birning, but not
boric acid issues
identified (98)

Issues were trending

@4.4

Issues were trending
of equipment, CR
data, and other

@4.4

Some equipment
issued are identified
by QA

and analysis

sources

/

and Analysis is being
identified to Station

The weakness in Trend N\

Bd.lt

Efféctive Cofrectivi
Action e Trend and
" Analyeis §hot

:

Oversight did not require that a
/-consistentdrending:and-anialysls progfar -

_Wwas not defined and documented Jn

AEEbraSttent dubres Sranatysisy -

! Jesponsibllity,efes,Guldancs
b 1o i

Engrg Mgmt indicates that
during this timeperiod

\ Management compléted
N = e /
@4.1 @4,1
12-10-99: Quality Trend 2-11-00: Quality Trend
‘ Summary Report for 10/99- | ' Summary Report for 12/99 -
11/99 (QAD-99-70169) is issued 1/00 (QAD-00-80018) is issued
(19, 20) 21)

engineering troubleshoots prior
to CRinitiation (90)

@41

Unusual for QA to report
on issues refaled to
equipment reliability (20)

]

Issues are CA timeliness and
equipment tranding. Performance for
completing Significant and Important

issues declined to the poorest
performance since the indicator was
eslablished (19)

N

B‘!J

Issues are CA timeliness
and equipment trending

LA

Two major engineering groups
are noted as exceeding station
goals on CR investigations:
station goal is 60 days, but these
groups are averaging 266 days,
with downward trends projected
(21)

41

-+ Deéshite. PCAQR 97-224 GAs,
LA P is,still targely

n timely resolution
of problems

QA faited to get adequate
management action on CAP




DB CR 02-2578

Oversight
Effectivencss

Bus Bus

Period 4: End of Mid-Cycle Otg through 12RF¢
(5-10-99 through 5-18-00)

Bus Bus

8-9-99: NRC inspectior]

determines Audit and | 1-12:00: CNRB/AQS

. ecognized QA change to
Surveillance program for '—> r
RadWaste is effectively functional ar(eaagz)as positive

implemented (225)
|

1-12-00: CNRB/AQS
questions why QA didn't find
Issues Identified by INPO

(358)

1-14-00: JUMA evaluation
(AR-99-JUMA-01) concludes
NQA program is effectively
imlemented (136)

_>

v

f

Bas

B 45

P directive required
that QA pre-assess an
area with upcoming
NRC or INPO
inspections

Bus

7-1-99: In response to NRC
viclation from RC-2, DB
acknowledges that some

T aintenance practices require
increased oversight and
?dditional assessments (314)

8-16-99: QA issues memo
(QAD-99-70199) to Plant
Manager re unidentified

leakage (52)

1-12-00: CNRB/AQS states
"ISEG staffing is a
management failure™ (391)

__>

6
B a1 B

Station issues related to boric acid:
CRs 99-1300 (iron oxide on rad mon filter);
00-781 (boron hinders abilily to perform
ASME inspecticns of RPV head);
00-782 (red/brown, fava-like flows of boron
at mouse holes of RPV head);
00-1037 (iarge deposits of boron on RPY

head at 12RFO)

(118, 337}

B4

CAP input data was sufficient to
support detection of RPV hea

Team assessment of QAs
actions (CA4 and CA9 from

CR 98-020) is that they
were less than adequate

Message Is that
post-outage uid tkg is
higher than traditional

levels, but no further
action is required (52)

Bis

CNRB/AQS has
brought this up at
every meeting for the
past 2 years (391)

that management

does not value ISE
oversight

s == o -

\

s

condition be either line or oversight

P

valiie on CAP and
oversight




Bus

Bus

DB CR 02-2578
Oversight

Effectiveness

2/00: QA reorganizes to

Perlod 4; End of Mid-Cycle Otg through 12RF(
(5-10-99 through 5-18-00)

Bhs

4-1 to 5-18-00 (12RFO): QA

functional overslght

4-25-00: RPV head is (partially)
cleaned during 12RFO

@4,5

As a result of change,
increased likelihood
of direct detection of
RPV issue by QA

@4.5

QA did not detect

discrepancies in
documentation for
WO 00-001846

conducted Outage Audit
(AR-00-OUTAG-01)

|

Auditor #1 assigned
1o Engrg area was
performing his first
audit

Auditor #2 assigned
to Engrg area was
new (~1 yr with DB}

Auditor #3 assigned to
Engrg area had
history of marginal
performance

Auditor #3 was
assigned to audit
BACC program

Auditor #3 had
completed RC-2 CA
training @ 4 mo

Auditor #3 reviewed
CR 00-782 (boron on

Bes

—p

4-110 5-18-00 (12RFO): Some

RC-2 training [Impact
of Red/Brown boron)
was ineffective

Bue

head) closure as part
of BACC (135)
B

Auditor #3 did not raise
question regarding
potential for corrosion and
appropriate disposition of
the condition

During this Peried, culture re

personne! turn down
opportunities to view RPV head

I5EX

tation VP: "we

what we should
(95)
@ 4.6

Expectation was

46 - - -

QA auditor did not go \

/ inte containment
to dose vs. Dept
\ budget.

e m o

down the road of
ALARA controls vs

Mgmt interview:

go into Cntmt due to
ALARA (96)

went

do”

not lo

—_—

due
. dose ’

,@46

ALARA concerns may
have conveyed wrong
message, placing
ALARA above
assessment

' CRDM flange leakage and RPV

head cleaning continues to lack
aggressiveness

Mgmt interview:
We've always had
white powdery dust
everywhere, not a
concern (82)

Mgmt interview:
CRDM flanges had
always leaked (96)

Bls

CRDM flange
leakage continues as
an accepted

condition

Engr concludes mgmt
has lack of concern with
investigating lava flow
or boric acid on RPV
head (80.1)

Mgmt interview:
there was always
boron on the head; it
was common (96)

Mgmt interview:
"red/brown” should
have triggered (96)

Mindset continues
that RPV head
cleaning is not
required




B3

DB CR 02-2578

Oversight
Effectiveness

Bus

Period 4: End of Mid-Cycle Otg through 12RFC
(5-10-99 through 5-18-00)

Bas

P

12-9-99: QIP invesligation of
CR 99-2182 fails to consider
other types of OE (37)

1-14-00: JUMA evaluation

' (AR-99-JUMA-01) concludes OE

program is effectively
implemented (136}

__,’

3-2-00: QA surveilance
(SR-00-OUTAG-01) on 12RFO
readiness is silent on use of OE
for outage preparation (182)

a3

CR 99-2182 was
writlen when INPO
identified a'weakness
on collecﬁ\‘{e SOERs

Opportunity to re-visit
GL 88-05 was missed

During this period, some
t;hanges in culture begin

P interview: people
were not accountable,
resistant to change,
low standards within
Engrg mgmt (93)

Bls

L
B 46

Mgmt interview: Plant '\
Mgr relied on others to

" identify significant

plant issues (98)

negative feeling after
presenting as-found

feedback to SOD Team

for 12RFO (80)

Mgmt interview: new
VP began to change
focus from person to
issue (84)

Culture may be slowly
improving, but is stilt
not conducive to prompt
issue identification and
thorough resolution

Bl

No evidence to indicate that

» Root Cause Analysis has

improved

BmoEq

Station Oversight Functions
were not successful in
identifying or affecting

resolution of issues related Q
corrosion of RPV head, End &
Mid-Cycle Outage through

12RFO

B 42

RCA continues to
contribute to ineffective
CAP

\ idéntified by oversight.
e 02) ..



5.1,52.54
B

DB CR 02-2578
Oversight

Period 5: Post 12RFO

{5-8-00 through 3-18-02)
Effectiveness

Blss B4

6-29-00: Audit report
evaluating Trending and
Analysis program

7-7-00: Audit report on various
12RFO activities
{AR-00-OUTAG-01)

10-13-00: Quality Trend
Summary for 7/22 - 9-30-00

(QAD-00-80151)
(AR-00-CORAC-01) i A .
is issued (22, 24, 138) s issued (135) is issued (1) §
. R -
@ 54 @ 5.4 5.4

SR

B 54

Trend prograf. trands..
CAP process parameters,”
but provides little analysls

CAs from 1999 CAP audit
could not be closed;
actions judged not
effective (22)

Weaknesses identified in
accomplishing main

function, i.e., identifying

adverse trends (22)

B 51.52 54

Rated CAP marginl,
including RCA (138)

No mention of CACs or
Rad Monitors, even
thought they are still an
issue (1)

Trending was evaluated;
no issues identified (135)

(22)

B 5453

B 54.53

QA recognizes
"thoroughly cleaning the
RPV head" (135)

Th:head had-not been
thoroughly.cleaned; .not
detected by QA

B 54

No adverse quality trends

have been identified by

Trend Program in over 2
years (22}

No formal process exists
for detecting adverse
trends (22)

B 54

CAP rating includes Root
Cause analysis
evaluations (138)

Bs.a

B+ B 5152 Bs.1

7-21-00: Surveillance on RP
CAP (AR-00-RPRWP-01)
is issued (181)

8-2-01: Quality Trend
Summary Report for 2Q01
P> (SR-01-QUART-02) adds CAP
as functional area and rates

satisfactory (7)

3-27-01: NRC IR 01-05
provides strong positive
reinforcement on CAP (and
RCA) (227)

3-20-01: Surveillance on CARB
(SR-01-CORAC-02}
is issued (310)

B st

Identifies weakness in
CAP

B 5152

Inconsistent criteria for
acceptance/rejection of
CRs and RCAs used by
CARB (310)

Station is recelving mixed

messages re health of
CAP

I\

QA Ineffective in getting
line management action
on.CAP affectiveness

Neither liné for.QA:are effectively
using CAP data. (H04, B0S)




Oversight {5-8-00 through 3-18-02)

Effectiveness

' T DB CR 02-2578 : Period 5: Post 12RFO
I

Bsa Bsa

B s1.54
8-1-01: Quality Trend 11-7-01: Quality Trend 12-26-01: Audit report on Reg
__} Summary Report for 2Q01 __,’ Summary Report for 3Q01 “> Affairs activities |
(SR-01-QUART-02) (SR-01-QUART-03) (AR-01-REGAF-01)

is issued (6) Is issued (8) isissued (125) H
N A L AT

P -

Bs.3, 5.4 B 54

e following CRs were issu
this Period related to boric acld
or PWSCC: 00-4138, 001547,
01-039, 01-487, 01-890,
01-1110, 01-1191, 01-1822,
01-1857, 01-2769, 01-2795,
01-2862, 01-2936, 01-3025,
01-3411 (Timeline)

@53

No probe as to why Rad
Monitors came off (a)1 list

@

Trend and Analysis of
OE sent mixed
message: rated Sat
with 10 CRs (125)

[ 54

Report is broadened to be
an "overall station
summary.” Focus is on
process, rather than
equipment (6}

Trending is evaluated; no
issues identified (125)

. Vg U N N
B st
) Identifies CAP issues:
‘ timeliness, cause
. analysis, review
' effectiveness (125)
y A L Y

During this Period, some
employees have

a5.1 B 56

concerns about the CAP ofnng;:?s;o;;e;/r%; " ngineer felt he had been
{expressed in 2002) Ins ecﬂo: and that the strong-armed by outage
P ' mgmt team when

issue is notln the CAP presenting lava flow

problem {80.1)

QA employees feel QA

has not been effective Mgmt lack of concern in

e eva:};iigilr;s: [llgn‘c
346
weakness (346) acid fow (50)

CR 00-782,
Ownership of RPV
head inspections

and not cleaning

QA employees feel mgmt
has an inappropriate
influence on outcome of
RCA Teams (351)

Boric acid on head is an

=25 acceptable condition
contribute {o Ineffective

CAP



DB CR 02-2578
Oversight

Effectiveness

Bl

2-5-02: Quality Trend
Summary Report for 4Q01

Period 5: Post 12RFO
(5-8-00 through 3-18-02)

(SR-01-QUART-04)
is issued (9)

_

B 5+

Rad Monltor fillers and
CAC cleanings are not
mentioned {9)

Effective.corfective action
re Trend and Analysis

Oyersiohtidnot

During this Period, some
QA employees have
concerns about the
oversight process
(expressed in 2002)

for escalation (347)

(342)
@5.6

with each VP (338)

QA has no formal policy

QA is nol intrusive into
station decision making
regarding work deferral

Expectations regarding
what to audit changes

QA role in restart
Readiness is not
understood (353)

B ss
SN

Line does not value
experience gained in
QA (340)

B se

QA does not incorporate

risk in oversight
decisions (352)

Auditor performance
evaluation initially
downgraded by Director
due to audit findings
being critical (349)

Concern with possibie
cover-up of

investigation of BA

issues (80}

@5.6

Audit/Surveillance
findings have been
modified by mgmt

(350)

/' The statior

|:%5.6

stafion.cotinues to
not pface a high value
on CAP and oversight

Problem Identification

and Resolution Issues




5.3

B

12-22-00: Surveillance on OF
P (SR-00-ENGRG-00)
is issued (177)

DB CR02-2578

Oversight
Effectiveness

53

B

Other Utilities experienced

Bss |

Surv rated OE as sat.
because station
personnel have begun
internalizing lessons
from OE. (177)

g 53

Surveillance on Outage
Preparations

cracking in CRDM nozzles
during this period

Period 5: Post 12RFO
(5-8-00 through 3-18-02)

@ 5.3

NRC issued IN-2001-05
re penetration nozzle

cracks at Oconee

(Timeline)

not mention use of IE in

(SR-00-OUTAG-01) did

prep for outage (182)

' Blss.54
]

e following CRs were issued
this Period related to boric acid
or PWSCC: 00-4138, 001547,
; 01-039, 01-487, 01-890,
01-1110, 01-1191, 01-1822,
01-1857, 01-2769, 01-2795,

n response to J-weld
cracks at Oconee and

ANO, CR 01-1191
led to a project plan
(Timeline)

@ 53

NRC issues Bulletin
2001-01 re circumferential
cracking of RPV head
penetration nozzle
(Timeline)

Ay

01-2862, 01-2936, 01-3025,
01-3411 (Timeline)

@5.3

QA not ‘shfﬁéiér;ily' )
critical of OE program-
and its utilization

56

B

1-1-01: Oversight and

’ 7/00: New Plant Manager

t
3
¥
—;—> Process Improvement Dept
i
]

placed at DB (OPID) formed
Bss B°s B5e
' v Oversight became one During this period, oversight
New PM had no B&W department for all has strong emphasis on
experience FENOC, with dedicated development of common

groups at each station processes and imlementation

of Continuous Assessment

Bss

Method of assignments
to present to PRC and
frequent mgmt changes
(87.1)

uring this period- ALARA
© concérns may have

conveyes wrong message,
placing ALARA above
assessment

cloudsd expectations of
oversight functions




DB CR 02-2578

Oversight
Effectiveness

55

B B

3-27-01: NRC inspection 1-10-02: JUMA audlt report
report (IR 01-05) is issued " (AR-01-JUMA-01) is issued
(227} (127)

TP report (IR-01-16) Is issued

F 55

NRC concludes that QA
audils "effectively
identified, evaluated, and

corrected planct
problems.”

@5.5

JUMA rates QA
functions good

Period 5: Post 12RFO
(5-8-00 through 3-1 8-02)

55

B

3-18-02: NRC inspection

{229)

NRC reviews QA audit

and surveillances of
REMP, and has no
findings (229)

Ml);egi messages:may
have precluded a more
aggresslvg_audi

B ss

Correspondence files for
5/88 to 3/02 show no
apparent QA involvement
in significant NRC issue
correspondence (396)

@ 55

QA'misses an
opportunity for providing
input and getting
information on issues

3

@5.6

B During this period there are

signs of a changing culture

BS.S

Recognition that QA
has nol been effective
in addressing CAP
weaknesses (346)

ISEG tending to
reinforce ineffective CA
by accepting less tha
effective CA (29, 118)/

E 5.6

Mgmtinterview:

QA is not consistent
when issues are not put
on CRs (345)

[% 5.6

Increased CAC
cleaning frequency (CR
00-4138) indicates
acceptance of
extensive Work Around
(4)

Tolerance of station
problems and lack of
mgmt involvement (96)

@ 58

Quality Trend Summary
Report for 2Q01
{SR-01-QUART-02) not
exploring change in
performance (5)

@ 56

Culture may be slowly
improving, but is still not
conducive to prompt issue
identification and
thorough resolution




5.5

5]

DB CR 02-2578

Oversight
Effecliveness

|
|
|
|

During this period, QA

—_ completed some activities

beyond those required by
Appendix B |

Period 5;: Post 12RFO
{5-8-00 through 3-18-02)

B MOE. 5

Station Overaight funations
were not successful In

No evidence found that
previous condition had
changed prior to 2002

@ 55

@ 5.5

Previous condition is:
4.5 VP priorities affected
the allocation of QA
resources and priority of
QA activities

B ss

QA audilor evaluated
Temp Mod for iodine
cartridge removal (TM
01-0018) per request from
Plant Manager

8 55

QA interview results;
audit findings have been
modified in some cases
(350)

Bl

Governance on}-‘g
activities outside the
requirements of Ap X

B ss

QA Interview results: no
clear process for determining
what is reviewed outside

Appendix B (337)

nterview results: use
of functional
alignment allows QA
to assess more than
Appendix B (334)

di

' identifying or affecting
resolution of issues related to

————Jp| corrosion of RPV head after $

12RFO




DBCR 02-2578 Periods 1 - 5: Incident
Oversight

Effectiveness (Prior to 10RFO through Post 12RFO)

Y

Included in this context, station
Oversight functions include QA/QC
audits, QA/QC Surveillance, ISEG

aclivities, and the interface with
other station groups like SRB, CARS,

CNR8, CAP, and Mgmt Review

Process.




DB CR 02-2578
Oversight
Effectiveness

= Incident

White = Event

= Missed Opportunity Event

i
|

= a failed barrier ‘

Note: some adaptations are maqe to traditional
E&CF charting is this E&CF chart}. As a result of the
extensive time period involved, qnd the extensive
amount of data collected, key alterations are:

a) not every Event is sequenced in timeline order
(doing so would ovemomplicatg the chart); some
grouping with Funtional Tools is retained

b} the depth of the reasons "why"'for the events and

conditions varies, depending on information
available ]

¢) use of terminology "Missed Opboﬂunity Events”
(see Report); see shaded box gight yellow)

d) Use of terminology "deduction from facts (a
conclusion)”; see shaded oval (Iight blue)

i

Light Yellow

!

The layout of the charts are generally:

x.3 x4 x.5

x.1 x.2 x.6

I'd

Periods 1 - 5; Legend
(Prior to 10RFO through Post 12RFO)

e

N
) = Assumption

rd

= Condition

= Deduction from facts; conclusion

= Causal Factor

= Text Symbol above block
indicates Comment

= x identifies the time Period (1 through 5)
1: Prior to 10RFO (prior to 4-8-96)
2: 10RFO - 11RFO (4-8-96 through 5-1 7-98)
3: End 11RFO - Mid Cycle (5-17-98 to 5-1 0-99)
4: End Mid-Cycle - 12RFO (5-10-99 to 5-18-00)
5: Post 12RFO (after 5-18-00)

y identifies the Functional Tool

1: Corrective Action Program(CAP)
2: Root Cause Analysis (RCA)
3: Operating Experience (OE)
4: Trend / Analysis
5: Audits, Surveillance, Evaluations
6: Culture / Values

Note: within any shape block, codes may be found in
parentheses at the end of information. These codes are
of two types:

a) numeric only codes [e.g., (87)] identify the Master
Tracking Number of the item in the investigation

Integrated Database

b} alpha-numeric codes [e.g., (HO4)] identify the Cause

Codes from the Corrective Action Program. Cause
Codes are found only in Causal Factors.



Functional Tool Analysis Chart - Legend

Conditions: Events (or Resultant Qutcome):
Fact Fact
Deduction [// \\\ Deduction
(by team from facts) ' ) {by team from facts)
Shading:

Grey shading in any box represents input to Cross-hatch shading in any box

the overall conclusion drawn for that represents information duplicated and
Functional Tool Analysis. brought forward from the prior period.

Functional Tool Analysis Conclusion:

Each Functional Tool Analysis includes a
conclusion for that time period in the type of
box shown. The triangle in the upper right-
hand corner indicates that this Functional Tool
Analysis is a "causal factor”.

Summary Sheet Information:

The Summary Sheet for each time period includes
each of the shaded boxes from the attached
supporting analysis. This includes the smaller
"input" boxes and the large "conclusion” box.



Attachment 3 — Functional Tool Analysis Chart, Prior to 10RFO

Root Cause Analysis Report ; Attachments « 41
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Attachment 4 — Functionfal Tool Analysis Chart, End of 10RFO through
- End of 11RFO
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Attachment 5 — Functional Tool Analysis Chart, End of 11RFO through
End of Mid-Cycle Outage of 1999

(4

Root Cause Analysis Report Attachments » 43



0'¢ afed

‘sanjea esoy; jo
eauesesd ey b uogepesBep
ey} 12a10p o NP

1) 8I0j010Y L UNEIS

oL} M paubie AjBsofo slem
uoeziveBio bisieac ey

Jo seNjEA BY ), "POSIOje) 0q
0} 8NUHUOD PEBY BU LO PIOR
auoq ey BuipeBia pewio}
BARY JRY} SON|BA UCHEYS 04

‘9|0UM & S¥ LoNEIS

ey} uo joedun eapsod eprosd
o} Aiyunpoddo ey Jybisieac
apiacid pjnoys sucnmoadxe
pooisIepun ALee|D

efueys popesu joaye pue
15019p 0} HNOYUP $VUI0OOQ I
'penieA 81w gy 8y iou Aoy
IBYUBY BIOYM JUBLIUCHALS UB
ut Bunesedo & 1yBisIeAd UYL

‘poused ewn s1y) u uonepeibep
peey ey pejosiep eaey ABw uoenuetio

. £ uoinjoses poe UogeayRubnt
. * - W03 BUIPUNOLNR JURULONALY g
30 JYBIRIOAD THOIR O ool atp, pUR. QOUR0. |

SenjeA /aimnd 9't

10 Uy eaNoe)e eq o 1yt pus

‘peljuepi useq

OARY PINOM BNgs] peey
oy} jeu AjoX)| 10w uesq
BARY PINOM } ‘supne
eaiuyoet Bugonpuoo
es1adxe jBOUYDS]
ejendoidde yup

‘sesFoUwyROM onewweiBord
Bunoessod pur Bukuepl
Uy eAo8))s BioW Ueeq
B8ARY PINoo J eaurldwod
puoieq ob o} suoneoodxe
PU¥ SEOJR [RUOHOUN) UM
peinons veeq weiboid
oouelleANsAPNE Yl PeH

d¥D BY) 0 AUIGE BY} L) PRORNEP SON(EA
UBIEIS Y06 L-86 HOVO Aq peduapine se
sONEE! BY) JO uoyNose) eayse)e Buroddns
10U 81 4vD BYL "AdH O} PeIeIe) 8q PINOD
ebeyee| oy jey; Buonpep pexysew uess
©ABY AR PUEB '|D8HP EEQ] SEM UOHBLLIOJUS
@Y} JO eLUDS 1BABMOY ‘UOhEpRIBED

peSY 0y} 10810p 0} O|QEHEAR BWEOB]
uoieLLOjU B10W BIKAD-PIN YBNOM) Li-OdY
:polaed ewi) 21y} 10} LOJEN|OUOS |[IBAD

‘peIaeuLOd ueeq

BAEY PINOYE 3O e|qepeAe
Yum Buoje 2-0y pue

| 1-O4H Woup uonew.oju)
jueld poe %Hoq o
perejes puss) IyBuuesw)
© dojBABD 0] B|qRIIRAR MOU
) UoeLWIOj JueIYng

‘sisAjeue pues

inyBuredw peysydwosor
pue sonss juewdinbe
pepniou) eARy pINoa
sp0des pusl) ABWILING YO

‘sONnsE Jur|d se toe
©) jurnodui 8 5OSMd
009 AOJfY PUE UCIE0.100

Proe o110q peynuep
BABY PINOYS pue

pInos Aey ) "dy30 ey
JO SSOUBAODO ||BIBAD
By} 10} e|qsuodses
MOU SEM DISI

‘senssl jueid se §ORI}

0} JugpOdUs S8 DDSMJ
009 AOjfY puU® UOIS0110D
proe ouog Bukgiuept

oult OY) O} PAINGUILOD
eARY pihom i "eBueyo
paloeys pue gvJO Heem
oy pelpuep uojeauetio
WBis18A0 BYL PEH

‘peoy oy

Uum enss ey} Bukinuept
o} paj BARY PINOD Al B
BUOD BBM SBNSE PIOB 010G
BU) Yl POIRIDOSSE SYOY
B} JO JUBLUSEOSER UB J}

“JetUBAC G

Poj3aY6 pUE SSeUNESM
B} POIFIUBRI @ARY PINOYS
YO '£8000id YOH o4

Ul ssBUNEOM JO sojduweXe
ofdyINW eiem e1oy |

‘pEey o i

senes| pioe cuoq Buobuo
By jo eourayiubis

4} pelynuept eary pinoys
2-04 yum palsoosee
SONES] BY} JO JUBLISEOSSE
oAsueyeIdwoD

‘peLn290 abueyo

BAJIOB}JO JHUN SONSSI

o) ss0.d 0) pONURUCD
eAey piNoYs vy "sBuipuy
U} UG 0% JOU PIp BuI o §
ueA3 ‘erocsdun Apueoyubis
10U pip wieJBoid e
‘s|pNE NBU} W SONSS| VO
$504PPR PIP YO UBnouIy

q'¢ uopndwnssy

e'g uopdwnssy

‘BONIPUO? o1 BN 0y UonX puw uohMRP NG q

‘uontpuoa o Ae3niu pue

19933p 01 pOsA A]9ANOVYS PUR ISNQOX ANUADLNS 212 YOS [RUONTY JUTT

ot £q pasn $9s59001d oq W suonouny 1gAiseao pdord yfnanp amssy 2

2MWO3IN0 NeTAIN ) e Apuesyiuds
o1 $anfunuoddo 10IMSIP 0M1 PEY U0SHJ [RUONTY IYBIRRAQ AL € opdwnssy

6661 0 abeinQ
310AD-PIN Ubnoa 1 1-O4Y
JO pu3 PEaH |9SSBA 8INsSsald
JOJOBSH JO UOISOL0D
0} PJEe|al SANSS! O LONNIOSBI
Bunosye o Buikmusp
Ul [MSSBIONS JOU BIOM
suonouny whisiang uoneis

JUaA]
Auunuoddo
passin

SUOJIEN[BAT ‘9DUR||1BAINS 'SUPNY G'E

M ,.»v:.o,b,:rw.,u:&v .
*; senssyjueludinbe,

,.
N c:_v:.:._. .

sishjeuy /puail v¢

Joud

Bujeq jou 81e sopEgEUOUSe) «
pue jubuissnbos JyBsienc jo
slusel U) dv30 10} sioeioedas ,
sooueNact(g BSNOH-U| 'SOD ¢

M | Lisameineti Ananpu) ' $00 |

10U PIP WBBIBAD

~'yps 3o peuuos |

$58001d 9duapadxg Bupesado ¢

.Eu?!_a A pogRopr ’

YD $90IPOY G JUOURDIUNL U J0 O +
SPOUIGH AosaRdng -ZoH ¢
s

.

.

sisAjeuy asne) jJ0oH Z'E

V0 B Buspn)ol ase_aeh. :

Buikjiopun BAjosel 0} {8oniaa )

- APUSINNe Jou BBM JUBIBIOAG ¢
Anamunoacny 1e):0ps pue !

_H SUORI00CHE juowoeBeURH ‘pOH |

$S9001d UONOY SANOSII0D |'E

(66/01/S) 19AD-pIN J0 pu3

ybnoay (86/L1/S) O4H L1 - € pouad - 199ys Alewwing - ey sisAjeuy [00] [euoliouny



1g abed

find

<

e

g

(0 ow)) sppUnS UOH W

(0 ¥oa) uousscerspg pEA el
Audosotyd AOES — oy URWINK

“WONR9] o YO MRAOPE ARAROOHR 10U

PIP RPNR VO RGN0 RAOM FOH
“$W1Q0id Aguopt 10U Pip SagiAROR

10 BULIORUOW! 20 BN-woRoy WU

“suonetoedes Wounteuey yoH - IGI0R. [B3NBD

............
ey dvouw . senssy . [US—
SUNOP URLIM 0G dvo o sjenbepeyl YD $1UBAB J0 @sNRD .
o 1o peydne, Pojou sense) weogum o . PN 50
o et proy TR ot s ey i, | (| pguamm || S,
- B - -HS - - . . -
8O - 2L VO, SOV BNO - 056 SOV 8HNO - 988 *66°HS - 608 SOV 8HNO - 68¢ 020096 4O - €11 . 020098HO-EIL + 20DVHO0vEAlY - 565
........... '

9oAD-PIN YBNOIUY O4H L1 JO PUT - |1B19Q SS8304J UOHOY SARIBUOD |'E

(66/01/5) S10AD-PIW J0 U3 UBNOIL (86/L1/S) O4HLE JO PUT - € POLIAd - 199US 119Q - SisAjeuy |00 [euopouny



2'¢ abed

%oeqpos;
14BIsI8AQ Jo BOURIdeODR
jeuoienuedio

pejovnep
UGIFULIOIU
30 |eulexe

Jo swnjon yBiy

(0 ¥2e]) spEPURS WhiH
Aouioyoid 9 P OBPOUROLY KHOM
fytosapd Ao ~—  “Lieg uBWINY

1920-86
'0200-86 YO
senss! yg ue|d

weuboid
30 u eBueyd
1084 Jou PP YO

werqosd
1UBA0Id 0) POSN ABARIGHR 10U BRM NUAS
BUNEX00 § SOUABAXT - GENDH-U SO0

SWSIQ0K) 1URARKS 01
POSN ABAIIOY 10U DKM TP Durv sk
¥ 99203y - SHOPY ATNPU| YOO gt JOj0R [UENED

I I

JuBLBAGsdU 7 \25&% g oOeyes) syuow _Sjuene _Pieoq MBne!
93}%(30%“%5 @ sum U 0f ‘dsel \\\\\\ioa&\\tw 7y M Buwy pBIBADD 5Bg | S'ED MOJS sEM Jo 88nE 100 J01no peytnel,
[ s B 91doed BufsTed sTELOSOS ¥OY Jo uewuBissr \;b\»v»uuw&&\\ 6 88 HOVDd J03 ¥OU VO Jo uone|dwod MOUY JOU Op Bm, vOH 0 sejuesaid
TP . Py a 1 A -06-1 -
L0 SATOUOD —  "pBg URUING B 02 I BN * 59 11-86-4| OUN * 802 [ o6 GOy < 80k £OANIVW-96-1S - 60E 020-86 4O - 011 SOV 8HNO - 68 0200-96 W0 - L2,
WU 0] SIQRRAR S100] i) J0 GEN RATIG _ w\ ﬁ

10) DITEIAIOON 9Q JITR OUROSR Y
‘SAIOYI| GRM SPON AKBARONG -2ov 8 1010B [BEhED

1oAD-pIW UBNOIYY OJHLL JO puT - eleq SisAjeuy esne) J0oH 2°¢

(66/01/5) a19AD-PIN Jo pu3g ybnoay) (86/L1/S) O4HLL JO pu3 - € polad - 193ys iejaq - sisAjeuy |oo] [euonound



g abed

‘pazAjeue [R—— ucissnop o661
Aeagooys Bueg 10| Y wor) Dupuen PUBA Lt popn|oy | spodeH puelL
10U 816M SPUBS / Airenb peyRuep) IPNYLO jou senss Buues|s AJRwwng vo oN
sonss jueid Jueiing OWOTBEHY v VO EL 2Lk
way
0[O PIY ISR
fovmnberg o)
3 oy . -
“Aydoscild Freooxd ongIURES <—  ‘og UEBWIN g “\w VAWAY # \w“\.\.
“PANHUOP| S GOLBDING LB »NN& 7 w“w.
ON Aenugueo Bibueys sem soda . L LA

ARWILINT PURE 94 0 FULIOY PUR JUOIU0D
QU TUOLORIM SO0 [ WNIT0 908 ll— JOj0RY JERNED

319AD-pIN YBnOIY OJHLL JO pud - (e1eq SisAleuy / pusil ye

(66/01/5) 219AD-PIW 10 pu3 ybnoayy (86/L1/S) O4H L1 J0 pul - € poliad - 198ys |1e1eq - sishjeuy joo Jeuonoundy



t'c abed

St A X

' wikiboid jione vamsetOu s

N il ¥ pepnoart N

n. PAGY AOUs GO DU

’

WONRSORY NSWL T e e e
srerouddy ¥ mwonel gy oy URWIN

‘o jfas o 0} paeu A

ou1 eouenyul AIRpuN 1ou ¥60D HRQEY] P B ]
SANISOD VLR SINTFY  PIIRDIUMUALOD Kty oasat
10U TuopIoadX 3 Jumusbeunyy YO i ac:oo:_ocgw S&n& oopt. *
20100 SROOQI] /uRibald 908 - JOJOBS {BSNED - P Sy 1o Aot |

.......... B
Wbmoao
(FLIOLXD Wiy RABIAGI
paxnu 106 0} SanuguoS
Wbl 1PNy YO

| sypne g ‘ddy pooy
Ajuo ‘BunesuiBug jo A 01 ot 2YOY D
1rouw jo uopreodsp
1YBISIBAO [RUONOUNY 307 Kpuruodees Suiaps wexasd
op 10U PIP YO pay BuucouBugl pus Bungeus uowep
10 Uwd BUBIRE pIVMaL
peiebiu oq piaoyse ‘eow
14 i o) 1ou PNy
BHND " 128258
—
npne 5| 280G} Z-OH W POACAU)
ap o1 seoinoRAl TRy Ao Suiob ui aagowosd
VO (02088 HO) podoy 10U @I0m H3F1 20 HOND),
npny g PeNTY KOH 2-0Y - 211 (0z0-86 WO) 2-04 - 21
xipueddy "0002 0 xoud avo g pne

BI040 UKoUY puamol ongsod

ON - $uRyD B0 'BL

OUN 41-86 Yl DN - L0Z

S G e
W Re ol somabboiy i v «\&m,\wv&.&@awrwﬁ.
7 oy S
ool s
LT AR AR b

3J9AD-pIN YBnoiyl OJY L1 Jo Pu3 - [1BIQ Suonen|eA] ‘aduB|(IBAING ‘SIPNY G'E

(66/01/S) a19AD-pI 1o pu3 ybnouays (86/21/S) O4H L1 JO pu3 - € poldd - 188ys |iejeq - sisAjeuy |00 [euondung



g'¢ afiegy

. [r—— e s ou £1 O 9

.._._33 ._wmﬂ_ﬂ_u.i onsw) paDeOND * 15596 HOYOG O} posop 520078 PO 0 AeRp Wi
. - BIOUY <

..s;.!.l__ o o by oAt by - 99 20206 HOYO - 90} 0381 U Mt

a7 A )
\N\&\i\\.\.\\“ \o\oma\\“

GO0 OU 3004 §1q LIBOLGD VO 10 9102 dngtopony

IOV Wos ¥ umop 1. .
onpas e roqe JUSUROFLRL 0351P1 (#1quows PoBuIE 1ol IR0 ¥ OpRUI YU POPRIOUMOP YOH KNG
o e et wonomrn || et g || SSRRERIRD || oo || AN, | | sseiovadume || e oo
7900 SOV BHNO - 248 RO SOV BUND - 1T U0 SOV BUNG-L88 204 Y220-£8 HOOYd - £5€ 443 01 Rl BND - 96 §6 020096 4O~ 0L VD 00 et OND « $68 29206 HOWO - 201 155096 HOVOI-50L

Ampenbepy jou SPATDUEES SoURULLIOM QOf- ( o
SUORTIONCRD WRURDRNI YOH - JOJOB [USNBD '\\ k

2

U G
_ ¥
L i s

Yo JL sl Iy ‘\\v.\ y
B
DG

819A2-pIN ubno O4H LS Jo puT - j1e12Q SaNjeA /iMnD 9°'¢

(66/01/S) @10AD-PI Jo pug ybnoaus (86/L1/S) O4H LI JO pu3 - € PoLiad - 19ays |1e1ad - sisAjeuy |00 jeuonouny




Attachment 6 — Functional Tool Analysis Chart, End of Mid-Cycle
Outage of 1999 through End of 12RFO

Root Cause Analysis Report Attachments « 44
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Attachment 7 — Functional Tool Analysis Chart, Post 12RFO
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Attachment 8 — Standard Interview Questions for Oversight Personnel

1. What are the factors for selection of activities for oversight? Who has input to go beyond
Appendix B requirements; was internal/external OE used for input? How were these factors
documented or communicated in Business Plans, site policies or management expectations?

2. Were the above QA expectations consistently applied through various organizational and
management changes?

3. Was oversight activity performed by review of paperwork / historical records, or by actual
field observation, or both? How does QA consider work not performed as a part of the
evaluation process? Apply same to follow-up to corrective action? Do you feel you have the
required technical skills when dealing with hardware / design issues?

4. Are all problems and issues required, by expectations or procedures, to be addressed by entry
into the CAP? What is QA’s response to any failures to meet such expectations.

5. Regarding interactions with the Line Organization . . .

» What levels of the line organization do/did you regularly interact with?

-

» What is the frequency of that interaction?

« Would you characterize the interaction as cooperative or contentious / adversarial? Were
there any parts of the organization that were consistent in their response, regardless of the
issues discussed?

» Did the level of justification required result in any reluctance to document issues?
» Do you encounter resistance to use of the CAP to address issues? If so, from whom?

1
« What level of intervention, if any, was necessary to resolve conflicts? If intervention by
upper management was necessary, was that perceived as a failure of, or as part of, the
normal conflict resolution processes?

o Were the documented responses an accurate reflection of actions taken for a particular
issue? Was this consistent, and was it dependent on organization or individuals? How
did this result in changes to QA approach to oversight?

6. Over the last two cycles, how was QA viewed by JUMA, INPO and the NRC? How was this
perception transmitted to the QA staff and the line organization? What effect did the
feedback have on both the QA approach and reception by the line organization?

7. Do collateral assignments affect organizational independence, either individually or
organizationally?

8. Historically, what behaviors by QA evaluators have been rewarded by line and QA
management?

9. To what degree are the perceptions of line management factored into performance reviews?
Did this affect willingness to aggressively pursue issues or problem resolution?

10. Have QA findings been modified / softened to accommodate management desires (either QA
or line)? Talked out of writing CRs? If modified, was there a change to the intent or a re-
characterization without change to intent?
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11. To what degree does management approval determine the outcome of Root Cause
Evaluation? Is the evaluation of qualified root cause evaluators changed through the
approval process, or are the professional opinions preserved in CAP documentation? Has
this ever been evaluated by QA or by outside reviews of the CAP?

12. What is your confidence level in the integrity of the organization when challenged with
significant technical or operational issues? Do you have any concerns with the ethics of the
organization under these circumstances? What is the level of confidence that the
management decisions will not be adversely affected by economic, schedule, or production
pressures? If at all, to what degree is it necessary to modify your approach to oversight to
compensate for these concerns?

13. Historically, what has been the role of QA (both organizationally and individually) in the
restart readiness process? Was QA’s role viewed as that of participant or evaluator? Was this
role consistent with expectations of line management? Has this been effective in affecting
restart prioritjes or assuring problems were resolved before plant startup?

14. Regarding the RC-2 event . . .
- Did QA provide in-process oversight of repair activities?
» If so, were any problems identified, documented, and followed-up by QA?
« Did NQA evaluate the effectiveness of Corrective Actions for the event?

«  Was NQA included in the population of personnel given follow-up training regarding
Boric Acid?

- Was the RC-2 event perceived by QA/line as a failure of oversight?

» Did the RC-2 experience change the perception of QA’s role in plant activities? What
changes to oversight approach and reception occurred, if any?

15. What changes do you see that are appropriate for QA?

16. Any additional comments of any type?
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Attachment 9 — List of Oversight Personnel Interviewed

. The following individual were in the D-B Oversight Organization at the time of the interview, or
were in it during key times associated with events related to the RPV head corrosion issue.

Charles Ackerman, Davis-Besse

Timothy Chambers, Davis-Besse

Edward Chimahusky, former Davis-Besse RCS System Engineer
Clarence DeTray, Davis-Besse '
Priscilla Faris, Davis-Besse

Eric Grindahl, Davis-Besse

Mark Koziel, Davis-Besse

Mark Levering, FENOC Collective Assessment Engineer

Mark Pavlick, Davis-Besse

James Ratchen, Davis-Besse

John Reddington, Davis-Besse Quality Assessment Supervisor
Charles Rider, Davis-Besse ‘

H. Kent Rhubright, Davis-Besse

Henry Stevens, FENOC Manager Quality Assurance, Davis-Besse
James Vetter, Davis-Besse Quality Assessment Supervisor
William Wagner, Davis-Besse
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Attachment 10 — Standard Interview Questions for Selected Line
Management

1. From your perspective as an organization subject to QA oversight, what are the factors for
selection of activities for oversight? Who has input to go beyond Appendix B requirements;
was internal/external OE used for input? How were these factors consistent with and
communicated by Business Plans, sité policies or other advertised management expectations?

2. Were the above QA oversight expectations consistently applied through various
organizational and management changes?

3. Are oversight activity performed by review of paperwork / historical records, or by actual
field observation, or both? (discuss in terms of history and now) In your area is QA
involved in evaluation of work not performed as a part of the oversight process? Apply same
to follow-up to corrective action (both initiated by QA and those initiated by others)? Do you
feel QA organization has the required technical skills or expertise when dealing with
hardware / design issues?

4. Are all problems and issues required, by expectations or procedures, to be addressed by entry
into the CAP? What is QA’s response if they identify any-failures to meet such expectations.

5. Regarding interactions with your organization . . .
» What levels of the line organization do/did QA personnel regularly interact with?
+ What is the frequency of that interaction?

« Would you characterize the interaction as cooperative or contentious / adversarial? Are
there any parts of the QA organization that are/were consistent in their response,
regardless of the issues discussed? Are there any parts of your organization that are/were
consistent in their response, regardless of the issues discussed?

« Do the level of justification presented by QA result in any reluctance to accept issues?
« Do you encounter resistance to use of the CAP to address issues? If so, from whom?

« What level of intervention, if any, was necessary to resolve conflicts? If intervention by
upper management was necessary, was that perceived as a failure of, or as part of, the
normal conflict resolution processes?

« Within your organization, are the documented responses to a CR an accurate reflection of
actions taken for a particular issue? Is this consistent, or is it dependent on organization
or individuals? Has this resulted in changes to QA approach to oversight of your
organization?

6. Over the last two cycles, how was QA viewed by JUMA, INPO and the NRC? How was this
perception transmitted to the line organization? What effect did the feedback have on both
the oversight approach used by QA and reception by your organization?

7. Do collateral assignments affect QA’s organizational independence, either individually or
organizationally?

8. Historically, what behaviors by QA evaluators have been rewarded by line and QA
management?
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9.

10.

11.

12.

13.

14.

15.
16.

To what degree are the perceptions of line management factored into QA performance
reviews? Did this affect willingness to aggressively pursue issues or problem resolution?

Have QA findings been modified / softened to accommodate management desires (either QA
or line)? -Have QA assessors been talked out of writing CRs? If modified, was there a
change to the intent or a re-characterization without change to intent?

To what degree does management approval determine the outcome of Root Cause
Evaluation? Is the evaluation of qualified root cause evaluators changed through the
approval process, or are the professional opinions preserved in CAP documentation? Has
this ever been evaluated by QA or by outside reviews of the CAP?

What is your confidence level in the integrity of the organization when challenged with
significant technical or operational issues? Do you have any concerns with the ethics of the
organization under these circumstances? What is the level of confidence that the
management decisions will not be adversely affected by economic, schedule, or production
pressures? If at all, to what degree is it necessary to modify your approach to oversight to
compensate for these concerns?

Historically, what has been the role of QA (both organizationally and individually) in the
restart readiness process? Was QA’s role viewed as that of participant or evaluator? Was this
role consistent with expectations of line management? Has this been effective in affecting
restart priorities or assuring problems were resolved before plant startup?

Regarding the RC-2 event . . .

. Did QA provide in-process oversight of repair activities?

. If so, were any problems identified, documented, and followed-up by QA?
. Did NQA evaluate the effectiveness of Corrective Actions for the event?

. Was your organization included in the population of personnel given follow-up training
regarding Boric Acid?

. Was the RC-2 event perceived by as a failure of QA oversight?

. Did the RC-2 experience change the perception of QA’s role in plant activities? What
changes to oversight approach and reception occurred, if any?

What changes do you see that are appropriate for QA?

Any additional comments of any type?
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Attachment 11 — List of Selected Line Management Personnel
Interviewed

The following individuals were in line management positions and interfaced with the Oversight
Organization. They were interviewed for their perspective on the functioning of the Oversight
Organization during key events related to the RPV head corrosion issue. MTr. Zellers was with
the NRC at Davis-Besse during key times.

Howard Bergendahl, former Vice-President, Davis-Besse

David Geisen, Davis-Besse Design Basis Engineering Manager
Mark Haskins, Davis-Besse Supervisor Self-Evaluation Program
William Mugge, Davis-Besse Training Manager

Robert Pell, former Davis-Besse Operations Manager

Michael Stevens, former Davis-Besse Maintenance Manager
Kevin Zellers, Davis-Besse Engineer, Design Basis Engineering
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Attachment 12 ~ List of Personnel Interviewed by the NQA Team

Guy Campbell, former Davis-Besse Vice President

Edward Chimahusky, former Davis-Besse RCS System Engineer

Robert Coad, former Davis-Besse Operations and Radiation Protection Manger
Scott Coak]ey, Davis-Besse Outage Director

Robert Donnellon, former Davis-Besse Director Engineering and Services
David Eshelman, former Davis-Besse Plant Engineering Manager

James Freels, former Davis-Besse Licensing Manager

David Geisen, Davis-Besse Design Basis Engineering Manager

Prasoon Goyal, Davis-Besse B&WOG Material Committee Representative
Daniel Haley, former Davis-Besse RCS System Engineer

John Hartigan, Davis-Besse Mechanical Engineering

Robert Hovland, former Davis-Besse Radiation Monitor System Engineer
John Johnson, former Davis-Besse Corrective Action Program Lead
James Lash, former Davis-Besse Plant Manager

Peter Mainhardt, performed Davis-Besse Reactor Vessel Head Inspections
Eugene Matranga, Davis-Besse System Engineering : .
Glenn Mclntyre, former Davis-Besse Mechanical Systems Engmeer
Kevin McLain, former Davis-Besse Reactor Operator

Steven Moffitt, Davis-Besse Director Technical Services

John O'Neill, former Davis-Besse PCAQRB Chairman

Randy Patrick, Davis-Besse Shift Engineer

Terry Ploeger, Davis-Besse Shift Manager

Michael Roder, former Davis-Besse Shift Manager

Joseph W. Rogers, Davis-Besse Outage Director

Dennis Schreiner, former Davis-Besse Independent Safety Engineering Supervisor
Andrew Siemaszko, current Davis-Besse RCS System Engineer

Rebecca Slyker, Davis-Besse Regulatory Affairs

Dennis Snyder, Davis-Besse Maintenance

Henry Stevens, FENOC Manager Quality Assurance

Lou Storz, former Davis-Besse Vice President Nuclear

Joseph Sturdavant, Davis-Besse Regulatory Affairs

Theo Swim, Davis-Besse Design Basis Engineering

Andrew Wilson, Davis-Besse Maintenance

John Wood, former FENOC Vice President Engineering Services
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1.0 Executive Summary

1.1 Overall Conclusions

Licensed operators’ leadership role in station activities at Davis-Besse began to
erode in the 1990’s and reached its lowest point in the three years preceding the
discovery of the Reactor Pressure Vesssel (RPV) head degradation in March, 2002.
Over the past decade, Operations personnel believe that the “keys to the plant” were
taken away from them. The Team concurs with this perception. It appears to the
Team that management decisions with unintended consequences and, in some
cases, management behavior that demonstrated an active disregard for the
authorities and responsibilities of licensed personnel over a period of years,
diminished Operations’ ability and willingness to lead the site in assuring safe
operations. The Team also concludes that the most significant barriers to
Operations’ leadership have been eliminated and that the corrective actions
underway to strengthen Operations’ role at the site are likely to be effective.

1.2 Problem Statement

This report may be different from typical analyses of events at Davis-Besse because
it focuses on the underlying reasons for an adverse organizational condition that
developed over a period of years, rather than a single event. The purpose of this
effort was to identify the root and contributing causes of the previous lack of
Operations’ centrality in maintaining, assuring, and communicating the operational
safety focus of Davis-Besse and the lack of accountability of other groups to
Operations in fulfilling that leadership role.

1.3 Event Narrative

The Management and Human Performance Root Cause Analysis Report (Condition
Report [CR] 2002-0891, August 21, 2002), which addressed organizational factors
that contributed to the RPV head degradation, stated:

The Davis-Besse Plant had a significant outage in 1985. Since that
time the plant has been a top performer, but starting in the mid-1990s a
flattening or decrease in performance can be seen. The managers
brought in during the 1980s event are gone and many of the managers
developed during that period left the company and are now in key
positions throughout the industry. Several of the plant evaluations both
in-house and by outside organizations have noted this issue over the
past three years. Actions were taken to improve this performance but
not as promptly as needed.,
I

1
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The Management and Human Performance Root Cause Analysis Team noted that a
significant barrier to declining plant performance should be licensed operators who
promptly identify degrading conditions and aggressively pursue problem resolutions.
In the case of the RPV head degradation, however, that Team found that the
Operations Department at Davis-Besse was not provided with important information
about conditions on the head and missed a number of opportunities to demonstrate
leadership in resolving the developing problem.

1.4 Data Analysis

This Root Cause Analysis Team (Team) used change analysis, barrier analysis, and
the Human Performance Evaluation Process (HPEP) to determine the root and
contributing causes of the apparent absence of Operations leadership in assuring the
safe operation of Davis-Besse Nuclear Power Station.

1.5 Root Cause Determination

Based upon its analysis, the Team identified one root cause and three contributing
causes for the erosion of Operations’ leadership in station activities.

Root Cause

1. Senior management support for Operations’ leadership role in assuring plant
safety was lacking.

Contributing Causes

1. Staffing was inadequate to perform the tasks assigned.

2. Senior management failed to ensure that regulatory expectations for licensed

personnel were effectively communicated and reinforced.

3. Senior management failed to assure that a safety conscious work environment
was established and maintained in Operations.

1.6 Extent of Condition

Based upon the information considered by this Root Cause Analysis Team and the
information documented in the Management and Human Performance Root Cause
Report, the Team believes that other station departments were aiso adversely
affected by some of the same factors identified in this analysis. In response to the
Management and Human Performance Root Cause Analysis Report, a Management
and Human Performance Excellence Plan was developed and is being implemented.
The Management and Human Performance Excellence Plan includes a series of
reviews of selected station organizations that include, for example, checks of whether
there are clear lines of authority and responsibility within the organization; whether
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staffing levels and resources are sufficient to handle assigned responsibilities:
whether individuals have a clear description of their assigned responsibilities; and
whether interfaces with other organizations are clearly defined. In addition, a number
of actions are being implemented to strengthen the safety conscious work
environment across the site. The Team concludes that these efforts should identify
needed corrective actions in other station organizations for adverse conditions that
were created by the same causal factors that affected Operations.

1.7 Corrective Actions

The key corrective actions are described below, arranged by causal factor:

1.7.1 Senior management support for Operations’ leadership role in assuring
plant safety was lacking.

a. Extensive changes have been mads in the officers, directors, and
managers responsible for Operations, including changes in the Site
Vice President, Plant Manager, Operations Manager, Operations
Superintendent, and Operations Support Superintendent.  These
individuals value strong Operations’ leadership.

b. Senior management is demonstrating support for Operations’
leadership role by being visible and active in Operations’ activities, such
as shift turnover meetings, by appropriately mentoring and coaching
Operations’ personnel in resuming the leadership role, and by ensuring
that Operations’ priorities are addressed and supported in station
decision-making. The Nuclear Quality Assurance organization will
periodically assess the implementation and success of these activities.

c. A declaration from the chief executives will be issued and
communicated to site personnel delineating Operations’ leadership role.

d. The Operations leadership team will disseminate the results of this Root
Cause Analysis and the corrective actions to other station managers,
will ensure that other station organizations dedicate the time required to
internalize the impact of Operations resuming the leadership role on
their activities, and will resolve any issuss identified in implementing the
change.

e. Senior management will assure that no uneasiness remains among
Operations personnel regarding the station’s ability to operate safely
prior to restart. Shift Managers will be charged with eliciting any
outstanding safety concerns from their crews and for ensuring that the
concerns are resolved. Davis-Besse will not restart until each Shift
Manager is willing to state that he and his crew know that the plant is
ready to restart, that Operations has regained and is performing the site
leadership role, and that the plant will operate safely.
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1.7.2 Staffing was inadequate to perform the tasks assigned.

Corrective Actions:

a.

Continue hiring new personnel to be trained as equipment operators
and continue training of RO and SRO candidates. Continue
implementing current plans for additional licensing classes to replenish
and maintain a sufficient number of licensed personnel for the tasks

assigned, as well as to populate other departments with personnel who
maintain active licenses.

Analyze the tasks currently assigned to Operations. Identify additional
activities that Operations must perform to continue re-establishing and
to maintain leadership. Determine the number of personnel and the
qualifications required to perform the activities identified. Develop and

implement short-term compensatory measures for staffing shortfalls
that are identified.

Address Operations’ compensation, as necessary, to ensure retention
of current staff. Improve the station's competitive position in attracting
desirable applicants. Continue current activities to develop and
implement professional development plans for Operations personnel to
ensure that career paths are identified and that future site leaders will
be available and prepared to assume leadership roles.

Implement corrective actions for staffing needs identified in other station

organizations to ensure staff capabilities exist to support Operations’
priorities.

1.7.3 Senior management failed to ensure that requlator expectations for

licensed personnel were effectively communicated and reinforced.

a.

Prior to restart, Operations and management personnel from other
station organizations will receive corporate training regarding the roles,
responsibilities and authorities of licensed personnel. This training
course will be added to the core continuing training program for
Operations and management personnel.

The Site Vice President will continue to make himself available to the
Duty Shift Manager to assist in ensuring that personnel in other station
organizations understand his expectation that they are accountable to
the Duty Shift Manager and to Operations personnel and must support
Operations’ leadership role.

Management will ensure that an invitation is extended to NRC
representatives to address newly licensed or upgraded operators when
they are awarded their licenses, and to address Operations Department
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h.

personnel periodically to communicate and reinforce NRC expectations,
as appropriate.

An Operations Standards and Expectations document has been issued
to address, in detail, expectations, job standards, and responsibilities of
Operations Department personnel. Knowledge of these standards and
expectations will be reinforced by training and testing prior to restart.

A memo signed at the highest level defining the Shift Manager's role,
responsibilities and authorities will be issued and conspicuously posted
in selected areas throughout the site. This memo will be revised and
reissued on an annual basis.

The Operations Leadership Plan will be reviewed and approved by
senior management,

As part of the Management and Human Performance Excellence Plan,
policies, procedures, program and job descriptions, and organizational
interfaces are being reviewed for consistency with management
expectations. As part of these reviews, opportunities to strengthen
Operations’ leadership role will be identified and incorporated. For
example,

Requirements will be added to the corrective action process to
ensure that Operations’ concerns are adequately addressed in
the prioritization, scheduling and resolution of condition reports.

Operations’ involvement in station decision-making processes
will be strengthened. Operations’ representation will be required
at Management Review Board, Corrective Action Review Board,
Station Review Board, and Project Review Committee meetings,
and that Operations input will be sought in other station decision-
making processes, as appropriate. These important decision-
making meetings will not occur unless a designated Operations
representative is present.

Licensed personnel will fully commit to resuming the leadership role.

1.7.4 Senior management falled to assure that a safety conscious work
environment was established and maintained in Operations.

a.

The Operations Standards and Expectations document will address the
chilling effect in Operations by including expectations for Operations
personnel to raise any operational concerns. It also contains the
requirement for Operations personnel to demonstrate leadership in
resolving concerns by continuing to escalate them through their
management chain up to and including the President of FENOC until
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resolution is obtained. Davis- Besse and FENOC senior management
expect Operations personnel to inform the NRC of their concerns, if
management does not address the concerns to their satisfaction.

b. Licensed operators will be delegated management authority for
addressing and resolving safety concerns that are identified to them by
other station personnel.

C. Consistent with their leadership role, Operations personnel at all levels
will be given training in maintaining a safety conscious work
environment to ensure that their leadership and oversight of station
activities performed by personnel in other departments is conducted in
accordance with management expectations.

d. Individuals appointed to the open Site Vice President and Operations
Superintendent positions will be thoroughly screened prior to
appointment to ensure that their management styles will support a
safety conscious work environment in Operations.

e. Operations personnel and managers in all station organizations will
comply with senior management requirements and NRC expectations
for ensuring that a safety conscious work environment is maintained.
210 of 250 site supervisors have recently completed safety conscious
work environment training for supervisors, and the remainder will
complete training by December 4, 2002.

f. Reports from site-wide surveys and assessments of the safety
conscious work environment in Operations will be provided to the Plant
and Operations Managers, and any weaknesses identified will be
promptly addressed and resolved.

g. Davis-Besse will complete implementation of the Safety Conscious
Work Environment Action Plan as part of the Management and Human
Performance Improvement Plan.

1.8 Experience Review

The results of the experience review indicated that evidence of the decline in
Operations’ leadership role was identified prior to this Root Cause Analysis and that
similar events have been identified across the nuclear industry. Some corrective
actions were developed and implemented to address specific symptoms of the
decline of Operations’ leadership at the site, but it does not appear to the Team that
the potential consequences for nuclear safety of the management and organizational
issues occurring in Operations were previously considered. Changes in FENOC and
Davis-Besse managers, as well as the managers within Operations, have been made
and the new management team brings an operational focus and values a safety
conscious work environment. In addition, an Operations Leadership Plan has been
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developed and is being implemented that addresses the steps necessary to
strengthen Operations as well as Operations’ relationships with other site
organizations. These actions are substantially broader and more comprehensive
than the corrective actions taken for CR 01-2989 and previous assessments of
Operations. Davis-Besse should perform reviews to ensure that the corrective actions
specified in this report are effective.
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2.0 Problem Statement

2.1 Reason for the Investigation

As documented in Condition Report (CR) 2002-0891, through-wall cracking was
identified during thirteenth refueling outage (13RFO) in some of the CRDM nozzles
on the Davis-Besse reactor pressure vessel (RPV) head. Further investigation of this
condition in March of 2002 led to the identification of significant degradation of the
RPV head base metal at nozzle 3 and additional corrosion at nozzie 2.

In April of 2002, a Root Cause Analysis Report was issued on the technical causes of
the degradation of the Davis-Besse RPV head (CR 2002-0891 Technical Root Cause
Analysis Report). That Report identified a number of management issues that were
contributing causes to the degradation, and concluded that station personnel had
failed to identify corrosion of the base metal of the RPV head over a period of years
despite multiple opportunities to do so.

In August of 2002, a Management and Human Performance Root Cause Analysis
Report was issued that stated that the Davis-Besse Operations Department did not
take an active role in advocating actions to improve plant conditions. Condition
Report 2002-02581, originated in June of 2002 by a member of the Management and
Human Performance Root Cause Analysis Team, listed six occasions on which
Operations personnel missed opportunities to demonstrate leadership in preventing
the significant head degradation. The author of the CR stated, “This has raised the
question of the centrality of Operations in maintaining, assuring, and communicating
the operational safety focus for the site, as well as the accountability of other groups
to Operations in fulfilling that role.”

Although the information in this Report provides insights regarding the factors that
caused or contributed to Operations’ failure to prevent the RPV head degradation,
the purpose of this Root Cause investigation and analysis was broader. The purpose
of the current effort was to identify the root and contributing causes of the apparent
absence of Operations leadership in assuring the safe operation of Davis-Besse
Nuclear Power Station.

2.2 Consequences of the Condition

Licensed operators hold a unique position within the commercial nuclear power
industry. They are employees of the corporations that operate the nuclear power
plants, but are also the only individuals within the industry who are licensed by the
U.S. Nuclear Regulatory Commission (NRC). As individual licensess of the NRC,
operators hold the special trust and confidence of the public. If the licensed
personnel at a plant do not demonstrate leadership in maintaining nuclear safety as
the highest operational priority, public health and safety are at increased risk.
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2.3 Actions Already Taken

The Operations Department has developed and is implementing an Operations
Leadership Plan. Accomplishments to-date include:

The administrative duties assigned to Shift Managers have been
reduced, so that they are more available to provide leadership and
oversight of activities in the field. In addition, the Shift Managers’ work
area was moved from the work control center counter area into an
office.

An independent assessment of the potential and leadership skills of
management personnel within the Operations Department has been
completed to provide the basis for professional development plans.

Licensed SROs are assigned to the Fix-lt-Now Team and to the

Radiation Protection Department to ensure that an operational
perspective is brought to those areas.

Benchmarking visits to three other stations reputed to have a strong
operational focus have been completed and the results compiled for
future improvements in Operations’ work activities.

The Institute of Nuclear Power Operations (INPO) Operations First Line
Supervisor course has been completed by the Unit Shift Supervisors
and Shift Engineers to strengthen their leadership skills and enhance
teamwork. All but two Shift Managers have attended the INPO Shift
Managers course and the remaining two will attend within the next six
months.

Aggressive hiring plans for Operations have been implemented and
licensing classes have continued, despite outage demands, to ensure
that sufficient and appropriately qualified personne! are available to
sustain Operations’ leadership role and to provide future leaders with a
strong operational focus to other site organizations.

An Operations Standards and Expectations Directive has been
completed.
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3.0 Event Narrative

3.1 Background

Davis-Besse achieved initial criticality on August 12, 1977. In its 25 years of
operation, the organization has demonstrated cyclical safety performance.

Following the June 9, 1985 auxiliary feedwater event and extended shutdown,
Davis-Besse began to improve its performance significantly. The managers who
were brought onto the site following the event focused on repairing equipment that
had been allowed to degrade or had not worked properly since the plant began
operations. A strong Operations department was emphasized by senior
management, and the number of licensed personnel was reported to have increased
from 45 in 1985 to 100 by 1990.

In 1991, the plant manager published the following memorandum addressed to the
Davis-Besse Operations Shift Supervisors:

Nuclear generating facilities have the potential to significantly impact
the health and safety of the public. This potential impact piaces a
special burden and responsibility on those who manage and command
operations at the Davis-Besse Nuclear Power Station.

The first line of defense in protecting and assuring the health and safety
of the public and the safety of personnel within the plant is the safe,
conservative operation of the plant.

The Duty Shift Supervisor (SS) has the primary management
responsibility, until properly relieved, for the safe, conservative
operation of the plant. Accordingly, the Duty SS is directly charged with
both the responsibility and the command authority of all shift operations,
maintenance activities, and implementation of radiological controls
under normal and abnormal conditions. Both the supervisor coming on
shift and the supervisor being relieved shall make certain they review,
convey, and understand plant status and on-going activities and that
the activities are deemed to be in accordance with safety requirements.

You must constantly maintain the broadest perspective of operational
conditions potentially affecting the general public, plant personnel, and
the safety of the plant. Maintenance of this broad perspective shall be
your highest priority.
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Interviewees who worked at the plant before the 1985 event report that, in the period
from approximately 1986 through 1990, the professionalism and expertise of
Operations Department personnel increased. Before the 1985 event, operators were
perceived as “arrogant,” making it difficult to communicate with them to solve
problems. An influx of new personnel who brought new attitudes, improvements to
Operator training, and a change in management expectations regarding
professionalism allowed Operations to become more effective leaders at the site,
The increased number of licensed operators available also allowed them to be more
involved in on-going work activities at the plant and enhanced the site’s safety focus.
The majority of operators interviewed who were at the plant at the time also report
clear senior management support for Operations’ central role in decision-making.

It was the unanimous perception of the interviewees, both within and outside of the
Operations Department, that Operations’ leadership role at Davis-Besse began to
erode in the early 1990’s and reached its lowest point in the three years preceding
the discovery of the RPV head degradation in March, 2002. The interviewees’
common belief is that between the years of 1993 to the present, the “keys to the
plant’ were taken away from them.

3.2 Event Narrative

The originator of CR 2002-02581 listed the following events and conditions as
indicating a lack of safety leadership from Operations at Davis-Besse.

» «~nThe initial review of a condition report (PCAQR 96-0551) was accepted
by Operations as an administrative issue, although the wording of the
PCAQR indicated potential degradation mechanisms on the RPV head.

. Operations had minimal involvement in the identification of the leakage
source responsible for iron oxide deposits documented in
CR 1999-1300. Additionally, there was a lack of accountability to
assure this source was definitively identified.

. Operations demonstrated tolerance for long-standing issues, such as:
the need to clean Containment Air Coolers (CACs), boric acid
dispersion on equipment in containment, and high unidentified leakage.

. Operations demonstrated a willingness to accept RC-2 leakage in
re-starting the plant following 11RFO.

. Engineering did not communicate trending parameters regarding
unidentified leakage and RP (gaseous activity) to operators to ensure
their awareness.
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. A mode restraint was removed prior to the performance of work (CR
2000-1037) with words that the designated work “will be” performed.
This faith was unrealized as the expectation of the mode restraint was
only fulfilled in part.

As indicated in CR 2002-02581, the Operations personnel interviewed were not
aware of some of the key information related to the RPV head degradation until that
information was first presented to them in the recent Case Study sessions, conducted
during the weeks of October 11 through 24, 2002. For example, operators did not
see videotapes that had been made of boric acid found on the RPV head during
12RFO in 2000 and were unaware that it was a dark red, rusty color. Those
interviewed were also not aware of the November, 1999, Sargent & Lundy report
suggesting there was a steam leak high in containment that was causing boric acid
corrosion and was responsible for the iron oxide mixed in with the boric acid deposits.
They were also unaware that the cleaning of the RPV head during past outages was
not fully successful and that significant boric acid deposits were left on the RPV head.
Responsibility for the Boric Acid Corrosion Control program was assigned to
Engineering and Operations did not provide oversight of the job. During 12RFO, a
Shift Manager who wanted to view the progress on the job was prevented from doing
so by Operations management on the basis of dose concerns.

Observations made by radiation protection (RP) technicians who entered
containment for the repeated cleanings of the Containment Air Coolers (CACs) and
the frequent filter changes for the radiation monitors were routinely provided to
Operations, but Operations personnel did not possess the technical information
necessary to interpret correctly the changing conditions in containment. They had
received some limited training in the potential consequences of boric acid corrosion
following a 1998 event in which two carbon steel nuts had corroded away on the
RC-2 spray valve. Some may have known from previous industry events at Salem
and Turkey Point that crystalline boric acid from CRDM nozzle leakage left on the
carbon steel RPV head would cause limited corrosion. However, the corrosion
mechanism that was generally known at that point from industry operating experience
was not the same aggressive attack that occurred at Davis Besse. Known corrosion
rates were very slow and should not have resulted in wastage to this degree. More
importantly, operators were repeatedly assured by engineering and senior
management personnel that the boric acid on the RVP head could not result in
significant corrosion, because the temperatures were so high that the boric acid
would remain in a non-reactive, crystalline form.
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If the operators had understood that aggressive corrosion on the RVP head was
occurring, they were required by technical specifications to shutdown, cooldown and
depressurize the reactor. However, they were told, and believed, that the boric acid
was being removed from the RPV head in each refueling outage. When asked why
Operations did not require that the plant be shutdown due to unidentified leakage in
containment that was below technical specification limits and the presence of boric
acid on the RPV head that they did not believe represented an immediate threat, a
Shift Manager summarized his unhderstanding of containment conditions at the time
by replying, “Based on what?”
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4.0 Data Collection and Analysis

4.1 Input

Leadership is a concept that exists in the human mind and arises from social
interaction.  Although organizational researchers have attempted to measure
leadership objectively over the years, it is fundamentally a subjective phenomenon.
Understanding it requires access to the perceptions, interpretations and beliefs of
those who are leading and are led. Subjective assessments associated with
leadership, or any social interaction, may be based on inaccurate, incomplete, or
distorted information. However, it the perceptions and interpretations of events that
often best explain behavior.

Therefore, the primary information-gathering method used by the Root Cause
Analysis Team was interviews. Many Davis-Besse personnel have worked at the
station since the 1970’s and three of the individuals interviewed were involved in
plant construction and start-up. The long tenure of many of those interviewed made
change analysis the root cause analysis technique of choice.

The passage of time distorts memory, howsver. Within 48 hours of an event, the
accuracy of an eyewitness’ memories for the event decreases by 50%. As time
passes, people seek to explain and interpret their own behavior in an event, and the
explanations they create may unintentionally come to replace or distort the
information they stored in memory. Further, people talk with others about significant
events, and so one person's memories may become “contaminated” by others’ over
time. Because this investigation was not initiated until long after many of the events
described here occurred, it is likely that some of the interview data collected are
questionable.

A set of discussion topics was developed to guide the formal interviews, but the
conversations were wide-ranging. The interviewer began by describing the
statements in the Management and Human Performance Root Cause Analysis Report
regarding the apparent erosion of Operations’ leadsrship role at the site and asked
the interviewees whether they agreed or disagreed with the statements. Given that all
of the interviewees agreed that erosion had occurred, they were then asked to
describe the bases for their conclusion and to provide specific examples of decreased
Operations’ leadership. They were also asked for their views on the reasons that the
erosion had occurred. For each of the examples provided, interviewees were also
asked whether the situation had changed and how it had changed. Therefore, when
reading this Report, it is important to note that the “complaints” offered by the
interviewees were intentionally sought by the Team.
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Interviewing began with equipment operators and proceeded vertically within
Operations, with a minimum of 30% of the personnel in each job category contacted.
To the extent possible, information provided by an interviewee about another person
was verified by contacting the other person. Reports of activities that would have
involved several individuals, such as briefings and meetings, were verified by
contacting at least one other individual who had been present. When available,
copies of documentation related to the interview data were obtained or reviewed to
validate the interviewees’ recollections. The documentation included memoranda,
e-mail messages, meeting minutes, standing orders, procedures, and CRs. In
addition, a small sample of individuals from departments outside of Operations was
interviewed. In the interests of readability, the percentage of interviewees who
endorsed or disagreed with a particular interview item is not presented in this report.
Instead, except where noted, the information presented represents a summary of the

interviewees' views and recollections, illustrated with some of the anecdotes
provided. : .

Several other sources of information were also used. The Root Cause Analysis
Team observed (1) meetings in which Operations personnel had the opportunity to
demonstrate leadership, (2) crews in training perform in the simulator, and (3)
turnover activities and conduct of operations in the control room. The Team also
relied on data gathered by the CR 2002-0891 Management and Human Performance
Root Cause Analysis Team.

4.2 Methodology

The Team used the following methods to guide data collection and perform the root
cause analysis:

. Change Analysis
. Barrier Analysis
. Human Performance Evaluation Process Cause Tree and Modules

4.2.1 Change Analysis

Change analysis consists of comparing an event-free, prior, or ideal situation to the
situation existing at the time an event (or adverse condition) is identified. The
differences between the prior situation and the situation at the time of the event are
then evaluated to determine their effect on the event (or adverse condition). The
prior condition used for comparison in this analysis was the early 1990’s, when
Operations held a site leadership role. The current state of Operations’ leadership,
as described in CR 02-02581 and by interviewees, was the adverse condition
analyzed. ‘
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4.2.2 Barrier Analysis

In a barrier analysis, management systems and physical barriers that could protect a
target from hazards are identified and analyzed. An evaluation is then conducted to
determine whether the barriers did not exist for the event or adverse condition in
question, or if they did exist, why they failed to prevent it,

4.2.3 Human Performance Evaluation Process

The Human Performance Evaluation Process (HPEP; NUREG/CR-6751,
April 5, 2002) was developed for the NRC and is intended for use by NRC inspectors
to assist in the review of nuclear utility licensees’ problem identification and resolution
processes related to human errors. The HPEP can also be adapted for use in
conducting investigations and causal analyses of human performance problems. The
HPEP Cause Tree may be used as a screening tool for identifying the range of
possible causes for a human performance problem or as a checklist at the end of an
investigation to ensure the breadth of issues considered was adequate. The Cause
Modules discuss typical causes of human errors in nuclear licensee facilities and
provide examples, based upon the research literature and industry experience.

As information was gathered, the Team used the HPEP Cause Tree and Modules to

identify promising lines of inquiry and to rule out others. The following Modules were
determined to be relevant to this Root Cause investigation:

Module 10: Attention and Motivation (Motivation only)
Module 13: Staffing

Module 14: Supervision

Module 18: Coordination and Control

4.3 Results

4.3.1 Change Analysis Results

A significant amount of change occurred at Davis-Besse in the past decade.
Interviewees perceived that there was a decreasing corporate willingness to invest in
the staff and material condition of Davis-Besse during the 1990's. The interviewees
believed that the corporate owners of Davis-Besse suffered financial pressure in the
1990's.  Various explanations were offered, including the expectation that
deregulation would cause increased economic competition, the assumption of
significant debt, or several poor investments. Others reported being told that,
because of the limited time left on the license to operate the plant, which limits the
return on any investment, it was important to minimize capital improvements, and to
maintain operations and maintenance costs as low as possible, in order to avoid
plant shutdown.
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The Management and Human Performance Root Cause'heport for CR 2002-0891
suggested that the perceived unwillingness to invest in Davis-Besse may have been
due to individual corporate and site management’s response to monetary incentive
rewards based primarily on production, as follows:

The FENOC management monetary incentive program rewards
production more than safety at senior levels of the organization. For
example, the Nuclear Incentive Compensation Plan for 2002 provides
for incentive compensation for various factors related to safety and
production, and FENOC officers and plant directors are to receive most
of their incentive compensation based upon production. This supports
misalignment of the organizational priorities, and inhibits the transition
of the organization to a safety-first philosophy.

Whether the cost-control measures implemented in the past decade represent a
corporate response to financial pressures, the actions of managers motivated by
financial incentives, or other factors, these measures appear to have had a significant
adverse impact on Operations’ leadership role, as follows.

4.3.1.1 Staffing

Like many nuclear utilties at the time, a staffing study was performed for
Davis-Besse in the early 1990’s and the results were described as showing that the
plant was over-staffed compared to other best-performing stations across the
industry. Downsizing began and continued throughout the decade through layoffs,
early retirement programs, and attrition. The number of permanent employees
decreased from 1,134 at the beginning of 1993 to 717 at the end of 1997. As of
January 1, 2002, the number of full-time, permanent employees at the site was 677.

One engineer interviewed stated that, as a result of the staffing study, engineers
heard that layoffs were coming and left the site “in droves.” He reported that so many
left voluntarily that it was unnecessary to lay off anyone in Engineering. He also
indicated that Engineering lost it's most qualified and dedicated people first.

Operators commented that the substantial loss of experienced engineers meant that
in-depth knowledge and understanding of plant systems and design was also lost.
After the exodus, interviewees reported instances of having to locate past employees
in order to obtain needed engineering information. In addition, system engineers
were often assigned responsibility for multiple systems, whereas engineers in the
past were able to focus on a single system. The consequence for Operations was
not only that engineering responses to requests for analyses and assistance were
delayed, but also that the quality of the information they received declined. Initially,
when senior reactor operators (SROs) would request more thorough or detailed
information, they found that some engineers were willing to provide it. Others would
take the issue to their management, who would then discuss it with Operations
management, and the SROs sometimes found themsslves told to accept the
information provided.
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Interviewees reported that, in response to the staffing study, senior management
determined that Davis-Besse had more than enough licensed personnel and stopped
hiring new non-licensed operators to be trained for eventual licensing. No new hires
of non-licensed operators were reported to have occurred for a period of six years.

Attrition also affected Operations. Towards the end of the 1990's, the number of
licensed operators fell below the 1985 head-count of 45. In 1998, shift crews fell to
technical specification minimums. The SRO ranks were depleted by transfers of a
number of SROs into other departments and the resignations of several SROs who
left Davis-Besse for opportunities at other sites. No new SROs were licensed until
1998. Further, within a seven-month period in 2000-2001, prior to discovery of the
RPV head degradation, two Shift Managers left Operations and one left the site
altogether.

Compensation issues within Operations have contributed to the staffing problems.
Some data suggest that salaries within the Operations Department are below
industry averages, including operator compensation at plants located in economically
comparable areas. The perception of lower wages has adversely affected operator
morale for several years and appears to have served as a distraction. During
contract negotiations for the reactor operators (ROs) and non-licensed operators in
the late 1999/2001 period, management attempted to rectify the problem. The
operators’ union, howsver, blocked the effort to increase compensation for operators
without offering the same increase to others at the site, so salaries continue to be
perceived as lower than industry averages. in addition to the impact on morale, a
less attractive compensation package was reported to have made it more difficult to
recruit top candidates at the non-licensed operator level. In 1998, management
authorized Operations to recruit two non-licensed operators from a local fossil plant
that is also operated by the corporation. Recruiting efforts for non-licensed operators
outside of the corporation, undertaken in 1999, were only partially successful in that
all of the open positions could not be filled.

Compensation packages for more senior operations personnel are also perceived to
be lower than industry averages and progression through salary grades has been
slower than for other plant personnel. The “standard rate” for a position is defined at
Davis-Besse as the salary level for a job incumbent who is fully qualified and,
typically, has been in the position for four to five years. Interviewees reported that no
SROs or Shift Managers appear currently to be paid at the standard rate for their job
classifications. Several individuals reported that some senior Instrumentation and
Control Technicians were paid more than the highest-paid Shift Manager, based on
an informal survey conducted by Operations personnel. Opportunities for better
compensation, combined with other organizational factors, have contributed to the
loss of a number of SROs to other plants over the past several years.
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At the same time the number of licensed personnel was decreasing, Operations
assumed additional responsibilities. For example, the Procedures group at the site
was disbanded and Operations was required to take on responsibility for the
development and revision of all operating procedures. In addition, Operations
assumed full responsibility for staffing the fire brigade when Security and
Maintenance personnel were re-assigned to other duties because of staff shortages
in those departments. Audits and self-assessment responsibilities increased. These
activities were added to on-going administrative tasks required by regulation and
plant procedures, such as CR reviews, work order reviews, clearances and tagging,
and operability evaluations.

There were several consequences of the reduced number of licensed personnel
on-site, particularly SROs. Overtime hours for all Operations personnel were
reported to have increased. Shift scheduling was changed to 12-hour rotating shifts
when a new Operations Manager was brought in, late in 2000. The staff prefers
12-hour shifts because of the increased number of consecutive days off. However,
the research literature predicts that the longer shifts and shift rotations, combined
with the continuing need for overtime, increase fatigue levels and so increase the
likelihood of operator errors. The SROs began taking paperwork home with them in
order to address the growing backlog and to avoid recordable overtime hours in
excess of regulatory limits.

Task-shedding also occurred. For example, SROs stopped attending many decision-
making meetings, because they were needed on-shift or were under schedule
pressure to complete administrative tasks. Licensed personnel, particularly the Shift
Managers, spent increasingly more time processing paperwork, and less time in
making field observations, in training observations, or coaching and communicating
with the crews. The SROs were reported to be discouraged from taking rotational
assignments in other departments to broaden their experience, and promotions out of
Operations were rare, because the staffing needs in Operations were too great.
Operations’ leadership and an operational perspective on other plant activities have
been significantly diminished as a result.

4.3.1.2 Decreased Operations Involvement In Station Decision-Making

In the past decade, Operations has had a decreasing involvement in station decision-
making. Some programs and processes for which Operations was responsible were
assigned to other departments to attempt to reduce the administrative burden on
licensed personnel. In other cases, organizational and process changes were made
as improvements, but had unintended consequences for Operations’ leadership.

For example, in the past, the Corrective Action Program (CAP) was accountable to
Operations and Operations played a significant role in its design and operation.
Operators and others interviewed perceive that the CAP, as currently designed and
implemented, detracts from Operations’ leadership role.
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Interviewses perceive that Operations has limited ability to track CRs or affect the
corrective actions that are developed. The perception is that SROs see the CRs
when they perform their required reviews for operability or technical specification
concerns, for example, or operators generate CRs, but the CRs then “disappear” into
the CAP process. One equipment operator stated that he had attempted to check on
the status: of several CRs he initiated. He said he was unable to retrieve them by
searching in the CREST system because he had not retained the CR numbers, which
appears to indicate a training need. Feedback to CR originators is not currently
required by CAP procedures. Interviewees also noted that the owner assigned to a
CR is able to extend due dates without consulting with the CR originator or the SRO
who performed the review. Further, non-licensed personnel are able to routinely
assign and clear mode-hold restrictions from CRs without authorization by a licensed
operator. In fact, a design engineer cleared the Mode 4 hold restriction on
CR 2000-1037 that required the RPV to be cleaned of all boric acid deposits during
RFO12.

Operations’ input to the prioritization and disposition of CRs is perceived as diluted by
the multi-disciplinary team approach to these activities. Categorization of CR
significance is performed by a Management Review Board (MRB), using a
consensus-based decision-making process. Root cause analyses and corrective
actions are evaluated by the Corrective Action Review Board (CARB), also based
upon a consensus decision-making style. CAP procedures mandate that a quorum
be present for these meetings, but do not require an Operations representative to be
present at either the MRB or CARB meetings. Further, CAP procedures do not
provide a mechanism for Operations to challenge MRB or CARB decisions that may
be adverse to safe operations.

Participation by licensed personnel in other key decision-making activities also
decreased over the past decade. Maintenance personnel interviewed stated that
maintenance project review meetings typically occur without Operations involvement.
Operations representatives are invited to participate, but the perception is that they
have been too overwheimed to do so. In addition, the meetings are often scheduled
when the SRO who is assigned to a system is on backshifts or is taking his days off.
Another interviewee reported that the Station Review Board functioned for 1.5 years
without an Operations representative appointed. An Operations representative to the
Station Review Board is not a procedural requirement. The Operations Manager was
also previously not expected to attend senior management meetings. The current
Operations Manager has invited himself to these meetings, however, and reinforces
the present senior management team’s operational focus.
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4.3.1.3 Failure to Support Operations’ Leadership Role in Maintaining Plant
Material Conditions

Beginning in the mid-1990’s, operators reported they had a decreasing ability to
ensure equipment modifications and repairs were completed. The interviewees
noted that the Shift Manager is authorized to initiate ““/mmediate Action Maintenance,”
but the criteria under which it will be implemented are stringent (e.g., imminent plant
trip, power reduction, or shutdown; forced entry into a Technical Specification action
statement which requires specific actions within 24 hours or less).

A senior equipment operator left Operations about 2.5 years ago, in part due to
concerns about degrading material conditions in the plant. In a memorandum
submitted to the union steward, he wrote:

Material condition of the plant...is becoming a bigger issue as of late...
Main Steam Piping that is vibrating so bad as to damage insulation and
cause a 'z in valve to shake itself apart... When | am in the plant I don't -
get a sense of safety... Too many leaks with nothing done or a .. .
Band-Aid attached to ‘show progress.’

Another example of Operations’ decreased ability to effect repairs is the Operator
Workaround list. Although these items are now being addressed, the operators
reported that many of the workarounds have been on the list for years. They
described a former senior management attitude that many of the items were not a
high priority, because they represented “only operator convenience.”

Interviewees within and outside of Operations described a decreasing influence of
Operations’ on the prioritization of work requests during the 1990’s. They perceived
that the threshold for initiating work was raised, and that repairs and modifications
that could not be justified in terms of a narrow interpretation of regulatory
requirements were often denied or deferred. In addition, the Work Management
Department was moved out of the production organization that includes Operations
and RP/Chemistry. Work Management now reports to the Site Vice President (SVP)
rather than to the Plant Manager, which appears to have negatively affected
coordination between the two groups.

Interviewees reported an incident that occurred within the past two years in which a
maintenance manager instructed his staff not to take direction from Operators on-
shift, if it would interfere with completing scheduled work. This manager told his staff
that, if an operator approached a maintenance technician with a request for an
immediate repair, the maintenance technician was to call the manager at home to
obtain permission. The instruction was not incorporated into plant procedures and
was generally not implemented, but was described as indicative of existing barriers to
Operations’ leadership in ensuring equipment is fixed. Operators reported that it is
still sometimes necessary to rely on long-term, personal relationships with some
older maintenance personnel, who retain a “respect for Operations,” in order to
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accomplish timely repairs. The recent permanent assignment of a SRO to the Fix-It-
Now Team has improved responsiveness to Operations’ priorities.

One interviewee outside of Operations also attributed some of the resistance to
performing the repairs or enhancements requested by Operations to personnel
shortages in the Maintenance and Engineering Departments, and indicated that
those organizations were simply unable to respond timely to the workload. In his
view, and that of others interviewed, Operations documented the items requiring
maintenance, but eventually stopped pushing the formal work prioritization system for
needed repairs other than the most safety significant. Their experience was that the
resources did not exist and the work would not be performed.

4.3.1.4 Limited Support for Operations Command and Control Authority

Operations’ command and control authority over station activities that may affect
plant safety while on-shift was also described as having been reduced over the past
decade. Operations’ responsibility for the safety of activities performed by other
departments continues to exist in some policy statements, directives, and
memoranda, and was occasionally mentioned by managers in the past decade, but

the interviewees perceived that this responsibility was not supported by management
nor reinforced in training.

Interviewees reported that, in the early years of Davis-Besse operations, the Shift
Manager was authorized to make decisions on-shift and “inform Operations
management later.” Over the past decade, the interviewees’ perceive that the
autonomous decisions the Shift Managers were authorized to make dwindied. Some
Shift Managers stated that there were few actions they could take, other than those

involved in immediately responding to plant upsets, without first discussing the issue
with management.

Those interviewed indicated that the plant departments run as “silos.” They stated
that there are four different directors with four different, and often competing,
agendas. Interviewees reported that personnel in other departments are generally
more responsive to the requirements of their senior managers, rather than to
Operations, and that supporting Operations has not been a senior management
expectation. In addition, when a cross-functional issue arose in the past several
years, senior managers with responsibility for Operations were perceived as
frequently acceding to the wishes of other managers in the interests of “teamwork,”
rather than supporting the operator. Over time, the expectation that operators would
lead or provide oversight of activities performed by personnel in the other functional
areas disappeared.
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As an example, operators stated that their access to contaminated areas in the plant
was increasingly limited by more stringent ALARA policies. Operators were required
to provide a justification for entering contaminated areas. Entries for the purpose of
making field observations were increasingly determined to be unjustified by RP and
Operations management. As a result, RP technicians, who continued to routinely
enter contaminated areas, had more direct knowledge of existing material conditions
and the progress of work activities in the plant than the operators. Since the RPV
head degradation was discovered and a SRO was assigned to the RP Department,
however, operators report that ALARA barriers to their field observations have been
eliminated.

The SRO’s command and control authority and other licensed operator
responsibilities for providing oversight of all plant activities potentially affecting public
health and safety also have not been emphasized by Operations management or in
operator training. Several SROs and ROs indicated that they were not aware of this
authority and were surprised when it was communicated in a recent meeting called
by the NRC’s Director of the Office Nuclear Reactor Regulation and the Region il
Administrator on October 9, 2002. Most of those who attended the meeting
responded positively to the message. When questioned about what he had been told
in training regarding the responsibilities and authorities of a SRO, however, one SRO
interviewed cynically replied, “Sure | can order it shutdown under the law. But, in
times past, if we said ‘the lsak rate is increasing, shut it down,’ we'd be outside the
fence that night, looking in.”

4.3.1.5 Management Styles

As the foregoing quote suggests, the management styles of some managers above
the Shift Manager level over the past decade did not support the leadership role of
licensed operators. Some managers described appear to have confused the
reinforcement of individual accountability with blaming. Interviewees also described
managers who held them accountable to a different standard than the manager
demonstrated with his own behavior.

Numerous examples were provided by the interviewees of senior site managers as
well as managerial personnel within Operations using public humiliation and verbal
abuse as methods to “promote accountability.” Over the past decade, this type of
behavior was described as being characteristic of one or more managers in
Operations’ management chain at all times, including some Site Vice Presidents,
Plant Managers, Operations Managers, and Operations Superintendents.
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It appeared to those interviewed that some managers during this period were more
interested in finding an individual to blame for problems than in solving them. For
example, interviewees reported that a senior manager's first response upon hearing
that two body-to-bonnet nuts were found missing on RC-2 in 1998 was to state that
he wanted to find and discipline the mechanic who had not replaced them. They
found it significant that he immediately assumed that the missing nuts were due to a
personnel error, when it was soon identified that the nuts had dissolved from boric
acid corrosion. In another instance described, a valve stem came off during startup
following 12RFO and delayed the restart. Again, a senior manager's first question
when told of the situation was to ask “Which operator closed that valve?” It was later

identified that there was a stress cracking fracture in the valve stem that caused it to
break.

A “shoot the messenger” approach to problems was also described. Another incident
repeatedly mentioned was related to a root cause investigation regarding the
unidentified leakage in containment. A systems engineer was publicly berated by a
senior manager for reporting that the Team was unable to identify the source of the
leakage while the plant remained at power.

In another incident, a reactor operator who had been told he was selected to attend
the next SRO class, stated that he reviewed a Hot Topics list of “Warning Flags about
Industry Operations Performance,” published by INPO on the internet. He
highlighted nine of the items on the list, such as “Management focus on production
values overwhelms messages related to safety and conservatism” and “Large
amounts of overtime are required for normal operations,” and gave the list to a
superior for possible discussion at a turnover meeting. The manager's response
was, “l thought you were going to become a SRO...,” which the operator interpreted
as a threat. Within the next two-three weeks, the individual found that he, in fact,
would not be starting the class at that time. The individual did not believe he could
prove that the decision was retaliatory and chose not to initiate a grievance or an
employee concern. He is also not interested in pursuing the matter now, and
believes that a similar situation would not occur under the current Operations
managers. He described his interpretation of the incident, however, as an example
of the climate in Operations at the time.

Previous managers were also described as sometimes directing personnel to take
actions that violated procedures or conservative operating practices. Interviewees
indicated that when staff would question a management decision or inform the
manager that the actions directed were in violation of the procedures and that the
procedures had to be changed to implement the actions, the questions were either
not answered or the individual was chastised.

One example given was an operator questioning why the plant was re-starting after a
short outage in the late 1990's with continuing unidentified leakage in containment.
He stated that the manager he questioned gave him a “dirty look” and ended the
meeting without answering the question. The unidentified leak rate was below
regulatory limits and so plant start-up may have been non-conservative, but was

Root Cause Analysis Report 27




allowable under the regulations. However, the operator's questioning attitude was
clearly not reinforced.

The interviewees’ also perceived that some managers were not interested in
foliowing procedures or conservative operating practices, if they were “in the way” of
what the managers wanted to have done. One incident occurred during the 1998
event in which two body-to-bonnet nuts on RC-2 were discovered to be missing.
According to this report, when the mechanics who had entered containment
discovered that two nuts were missing, they left containment and informed a
maintenance supervisor, who then called a senior manager. The senior manager,
who was not a licensed individual, directed them to re-enter containment and replace
the missing nuts. The Shift Manager was not informed of the problem until the nuts
had been replaced and a condition report was brought to the control room for his
review. He stated that he “went ballistic” when he realized the containment re-entries
had been made without his knowledge. In addition, no operability evaluation was
performed prior to the replacement. The individua! who described the incident stated
that, if an operability evaluation had been done as soon as the absence of the nuts
was identified, the evaluation method that would have been used would have shown
that the valve was inoperable, and the plant would have to be shutdown. A later
finite analysis showed that operating the valve without the two nuts was acceptable.
However, the Shift Manager's authority was circumvented, the required operability
evaluation was not performed at the appropriate time, and the repeat entries of
mechanics into the containment at-power to replace the nuts had the potential to
cause a loss of coolant accident as well as catastrophic personal injuries to the

mechanics, had their actions on the valve caused it to come apart while the plant was
operating.

In a later discussion of the incidenit with another senior manager, this same individual
questioned why an investigation 'was not conducted to determine whether nuts on
other valves had similarly corroded. The question arose because it had been
discovered that the missing nuts should not have been used in containment. They
were made of carbon steel rather than stainless steel and so were subject to boric
acid corrosion. The senior manager to whom this question was raised responded
incredulously by saying, “What would you have us do? Shutdown?”

Although the individual was not a member of Operations and did not have the
licensed authority to cause a shutdown, during a forced outage approximately one
month later, this individual exhibited the type of leadership expected of Operations in
ensuring that potential safety problems are thoroughly investigated and resolved.
Without taking credit for it, it was clear to the Team that the individual had created an
opportunity to tour the area near RC-2 in order to ask for a demonstration of the
method used to identify carbon versus stainless steel nuts. During the
demonstration, another carbon steel nut was found. At this point, a complete
investigation of the extent of the condition was performed and additional carbon steel
nuts were found and replaced. | This type of subterfuge should not have been
necessary to ensure that the full extent of the condition was assessed, but is another
example, among several reported, of the informal means employed by some plant
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personnel to promote operational safety despite the existing organizational and
management barriers. This individual is now in licensing class, which the Team
believes bodes well for the future effectiveness of Operations’ leadership.

The effect of the previous management behaviors described was demonstrated in
several additional comments made by Operations personnel regarding the previous
climate in Operations. One operator noted, “Operations management goes as far as
it can, but senior management over-rides them. They can tell you that the Shift
Manager has the keys to the plant, but when the Plant Manager gives you a direct
order, what can you do?” Another stated, “The NRC licenses me, not the plant.
We're not afraid to raise concerns; there was just no point in it” Anger and
frustration were apparent when the operators described their inability to resolve
degrading equipment conditions, problems in plant programs, personnel matters and
other areas in which they believed Operations should be playing the leadership role.
Most of them reported a growing sense of “uneasiness” about the safety of
operations.  But, with limited authority and support, and repeated experiences of
abusiveness from senior management over a period of 10 years, operators’
willingness to aggressively pursue operational problems that, to the best of their

knowledge, did not violate regulatory requirements, appears to have been
diminished. '

4.3.1.6 Management Changes

In the period from 1993 through March, 2002, management changes within
Operations and at more senior levels were relatively frequent. There have been three
Site Vice Presidents since 1993 and the current Site Vice President is acting, so an
additional change is anticipated. Three individuals have held the Plant Manager
position, which is the director-level position to which Operations reports. There have
been seven Operations Managers during this period, and nine individuals have held
the Operations Superintendent position. The individual currently filling the
Operations Superintendent position is assigned to the position in an acting capacity
and has not volunteered to accept the position permanently. One equipment
operator, who has been at Davis-Besse for 2.5 years, reported that he has had four
Operations Superintendents in that time. A licensed operator stated that he has had
17 different superintendents and managers in the 20 years he has worked at the
plant. Under these changing circumstances, consistency in the communication of
management expectations has been lacking. Further, given the management
behaviors described above, Operations personnel have had reason to believe that
communications such as “You are the six most important men in the plant,” as stated
by a former senior manager to the Shift Managers, lacked sincerity.

Operations personnel interviewed range from cautiously optimistic to enthusiastic
about the individuals in their current management chain above the Shift Manager
level. In comparing the new managers to previous managers, interviewees stated
that the new managers are visible in the field, ask questions and listen to the
answers, explain their decisions, come to the support of the operators’ leadership
role in interactions with other plant personnel, seem to want them to learn and
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improve, and follow up on commitments. Several equipment operators indicated that
this is the first time that Operations management has taken an interest in them and
makes them feel they are an important part of the Department. The current
managers were often described by the operators as a “dream team.”

Because of the new management, Shift Managers and other Operations personnel at
all levels expressed a willingness to pursue the leadership role at Davis-Besse, but
some wariness remains. Poor choices in permanently filling the Operations
Superintendent and Site Vice President positions, or further changes in those holding
the Operations Manager and Plant Manager positions, could delay or stop the
progress that has been made. Operations personnel may not be willing to fully
commit to resuming the leadership role until it is clear that they will have consistent
senior management support in doing so.

Senior management faces a significant challenge in filing the Operations
Superintendent position permanently, however. In the past several years, few SROs
who were asked to accept the Operations Superintendent position have been willing
to do so. The primary reason described by interviewees was the perceived lack of
management support for Operations and observations that previous Operations
Superintendents were ineffective in the role. The lack of opportunities for
advancement and a clear career path were also identified.

4.3.2 Barrier Analysis Resuits

The barrier analysis focused on management practices and systems that could have
prevented the erosion of Operations’ leadership role at Davis-Besse. A management
system consists of the policies, procedures and work processes that are defined by
management to identify the goals and objectives of work and to control how work is
accomplished in an organization. The causal factors identified in the barrier analysis
are as follows:

4.3.2.1 Management expectations regarding the roles, responsibilities, and
authorities of Operations were not appropriately defined or
incorporated into policles, procedures, position descriptions and
performance evaluatlo}n criterla.

A review of station documentation indicated that legacy documents contain
management expectations regarding Operations’ leadership role but more recent
documents are incomplete and some do not support it. For example:

o A number of Standing Orders continue to exist and policy memoranda
were published in the past several years that were not incorporated into
procedures or the Qur Conduct for Excellence: “Leading the Way”

pocket manual.

. A position description for senior equipment operators does not list
responsibilities for aésuming a leadership role with regard to activities in
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the plant areas to which they are assigned and supervisory training was
not provided to them.

. Job performance evaluation criteria for supervisors, managers, and
executives do not mention safety, whereas “safety consciousness” is a
rating dimension for personnel at the individual contributor level.

. Operating procedures include requirements for obtaining Operations
Manager approval for actions that were more appropriately assigned to
the Shift Manager.

o As noted above, the CARB, Project Review Committee, and Station
Review Board Charters do not mandate Operations representation at
meetings.

. The manner and specific types of situations in which Operations
personnel should demonstrate leadership in setting high standards for

station activities involving personnel from other departments are not
documented.

Consistent and complete documentation could not have assured Operations’
leadership role without management support for it. However, the fact that some plant
policies, procedures and other forms of documentation have institutionalized a
decreased role for Operations in maintaining safety is evidence of the erosion and
appears to have contributed to Operations’ declining leadership role at the site.

4.3.2.2 Management failed to ensure that regulatory expectations for licensed
personnel were effectively communicated and reinforced.

NRC expectations for licensed psrsonnel were identified and evaluated, because the
NRC issues the licenses to individual operators. Management at Davis-Besse is
responsible for communicating and implementing these expectations.

Paragraph (m)(2)(ii) of 10 CFR 50.54 states that “Each licensee shall have at its site
a person holding a senior operator license for all fueled units at the site who is
assigned responsibility for overall plant operation at all times there is any fuel in any
unit.” Over the years, the NRC has published policy statements and guidance
regarding implementation of this requirement.
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For example, following the Three Mile Island Accident in 1979, the NRC issued
several requirements based on lessons learned from the accident. One requirement
specifically addressed the Shift Supervisor's responsibilities (this position is now
commonly referred to as the Shift Manager) and was later incorporated into TMI
Action Plan ltem |.C.E of NUREG-0694. In the Introduction to the original short-term
recommendation 2.2.1.a, the NRC stated:

The ability of Shift Supervisors to carry out their responsibility for safe
operation of the plant may be impaired by actions of utility management
or by the individuals themselves. For example, management can
impair a Shift Supervisor's command function by requiring a significant
portion of his time to be devoted to administrative functions. The Shift
Supervisor's command function can also be impaired by failure to
recognize his leadership and decision-making responsibilities which go
beyond those of the operators. If neither management nor the
individual Shift Supervisors treat the Shift Supervisor position as that of
a “manager” or “commander” of shift operations, the benefits to safety
of clear delineation of a responsible individual in charge of plant
operations may be reduced.

These expectations were further communicated by the NRC in Inspection and
Enforcement Circular No. 81-02: Performance of NRC-Licensed Individuals While on
Duty. In this circular, the staff stated:

NRC believes that a relationship exists between the professional
attitude of a nuclear plant's operating and management personnel and
the degree to which the health and safety of the public is protected...
Factors making up this professional attitude include knowledge of all
aspects of plant status by licensed control room operators, maintaining
an orderly and clean working environment, aggressiveness of the
operating staff to prevent operational problems, and correcting
observed deficiencies... All on-duty NRC-licensed operators and
operating supervisors must be aware of and responsible for the plant
status at all times. This includes supervisors being responsible for the
performance of all personnel assigned to their shift who could affect
plant safety, regardless of specialty affiliation...

In 1989, similar principles were; reiterated in the NRC’s Policy Statement on the
Conduct of Nuclear Power Plant Operations:

It is essential that management at each nuclear power reactor facility
establish and maintain a professional working environment in which the
licensed operator may be fully successful in discharging his or her
safety responsibilities...
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Each individual licensed by the NRC to operate the controls of a
nuclear power reactor must be keenly aware that he or she holds the
special trust and confidence of the American people, conferred through
the NRC license, and that his first responsibility is to assure that the
reactor is in a safe condition at all times.

These NRC expectations for licensee management and licensed operators do not
appear to have been consistently communicated to Davis-Besse personnel, as
indicated by the operators expressing surprise at the statements made by senior
NRC managers during the October 9, 2002 mesting. The operators were surprised
that NRC management views licensed personnel as “agents of the NRC” in
performing its mission to protect public health and safety.

Training to address regulatory requirements and expectations was available from
FENOC legal counsel and has been provided at other FENOC sites, but was not
incorporated into Davis-Besse operator training. This training has also has not been
provided to site managers.

If these NRC expectations for licensed personnel had been effectively communicated
and reinforced, operators at Davis-Besse may have been more successful in
retaining a leadership role.

4.3.2.3 Management falled to assure that a safety conscious work
environment was established and maintained In Operations.

A key aspect of licensed operators’ ability to maintain a leadership role in assuring
plant safety at a site is a safety conscious work environment. A safety conscious
work environment is defined by the NRC as a working environment in which
employees are encouraged to report safety concerns without fear of criticism or
retaliation from their supervisors and are empowered to ensure that safety concerns
are promptily resolved.

Within the NRC's Reactor Oversight Process, a safety conscious work environment is
identified as a cross-cutting area. A cross-cutting area is defined by the NRC as a
nuclear plant activity that affects most or all of the safety cornerstones that have been
defined by the NRC and are assessed through NRC inspections and other oversight
activities.  Indicators of deficiencies in a safety conscious work environment that
have been identified by the NRC include:

...the lack of effective evaluation, follow-up, or corrective action for
concerns raised to the ECP or findings made by the licensee’s QA
organization; overall licensee ineffectiveness in identifying safety
issues; the occurrence of repetitive or willful violations; a licensee
emphasis on cost-cutting measures at the expense of safety
considerations; and/or poor communication mechanisms within or
among licensee groups.
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Although the NRC has published expectations that nuélear utility licensees will
establish and maintain a safety conscious work environment, these expectations
were not fully implemented at Davis-Besse, as follows:

o Expectations were not established that assign responsibility to
managers at all levels for maintaining a safety conscious work
environment, in which personnel are encouraged to raise safety
concerns without fear of ridicule or retaliation and managers are
obligated to work to resolve the concerns appropriately.

. Training was not provided to managers to ensure they possessed the
knowledge, skills, and abilities required to establish and maintain a
safety conscious work environment.

. Management behavior discouraged, and sometimes appeared to
punish, a questioning attitude.

If a safety conscious work environment had been established and maintained in
Operations, licensed operators may have been able to more aggressively pursue
resolution of their growing sense of “uneasiness,” even without conclusive evidence

of a technical specification violation or other information to support an operability
concern . :

4.3.3 HPEP Results

The HPEP Cause Tree and Modules are a variation of several root cause analysis
techniques based on repeatedly asking the question, “Why?”, with regard to the
circumstances surrounding an event or adverse condition. Questioning is stopped
when answers are obtained that are outside of management's control.

4.3.3.1 Direct and Programmaiic Causal Factors

Two types of causal factors are described in the HPEP Modules: direct and
programmatic causes. A direct cause of an event is the actions or conditions
immediately preceding or surrounding the event that caused or allowed it to occur.
Programmatic causes are management and organizational conditions that allowed
the direct causes to exist, and, hence, the event to occur.

Evaluation of the information gathered during the investigation using the HPEP

Cause Tree and Modules identified the following direct causes (descriptions quoted
from the HPEP):

. Reward structure — The desired behaviors with regard to safety,
productivity, and quality workmanship were not appropriately rewarded.
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Insufficient _staff available — Performance failed because adequate
numbers of appropriate personnel were not available to perform the
assigned work.

Resources not provided — Performance failed because supervision did
not ensure that workers had the resources required to perform the task,
including information, procedures, guidance or assistance in solving
problems that arise.

Wrong goals — Performance failed because supervision communicated,
directly or indirectly, an emphasis on production or cost goals over
safety.

Questioning _attitude discouraged — Performance failed because

supervision, directly or indirectly, discouraged workers from questioning
work practices or instructions.

Two programmatic causes that accounted for the direct causes were identified:

Supervision and Management — Supervision communicates and
reinforces management expectations and establishes goals and
requirements for performance. Supervisory oversight may increase
motivation to perform in accordance with expectations as well as detect
and correct any errors that occur. Weaknesses in supervision, for
example, may cause staff to choose production over safety goals in
their work or to tolerate workarounds that may lead to errors. (Reward
structure, resources not provided, wrong goal, questioning attitude
discouraged)

Human Resources Planning — Most licensees develop some form of a
business plan that defines organizational goals and objectives.
Business plans are often used to estimate the resources required to
achieve the goals and run the business. Business plans may be used
to determine staffing levels for the various parts of the corporate
organization, sometimes without manpower planning and analyses of
anticipated workload levels. As a result, there may be insufficient staff
or staff may not have the required expertise. (Insufficient staff available)

4.3.3.2 Root and Contributing Causes

The HPEP was also used to analyze the causal factors that were identified from the
change, barrier and HPEP Modules analyses. The purpose of this analysis was to
identify root and contributing cause(s) of the loss of Operations’ leadership role at

Davis-Besse.

The HPEP defines root and contributing causes as follows:
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A root cause is the actions or set of conditions that, if eliminated or
modified, would keep the event or adverse condition from recurring as
well as prevent similar events or adverse events from occurring. A root
cause is often responsible for multiple human errors or hardware
failures, rather than single problems or faults. Root causes are more
fundamental causes than direct causes, and are typically programmatic
or management weaknesses.

A contributing cause is an action or condition that sets the stage for the
event or adverse condition to occur. A contnbutlng cause may be a-
long-standing condition or a series of prior events that, while
unimportant in themselves, increase the probability that the event or
adverse condition would occur.

The results of this analysis are reported in the next section.
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5.0 Root Cause Determination

Based upon the analyses described in Section 5.0, the Root Cause Analysis Team
identified one root cause and three contributing causes for the lack of Operations’
centrality in maintaining, assuring, and communicating the operational safety focus of
Davis-Besse and for the lack of accountability of other groups to Operations in
fulfilling that role. These causes are discussed in the following sections. Related
observations made by the Team are also presented.

/?/ Root Cause
enior management support for Operations’ leadership role in assuring
nuclear safety was lacking.

The Management and Human Performance Root Cause Analysis Report concluded
that a less than adequate nuclear safety focus (a production focus combined with
taking minimum actions to meet regulatory requirements) was a root cause of the
RPV head degradation. The current Root Cause Analysis Team concurs and
concludes that the less than adequate nuclear safety focus was also a key
contributor to the decline in Operations’ leadership role in station activities. In fact,
strong Operations’ leadership should serve as a check on a growing production focus
in management. Operations’ leadership, however, requires that senior managers are
willing to respect the authority and responsibilities of licensed personnel and to
support and act upon Operations’ concerns that the margin of safety is decreasing --
before regulatory requirements are breached and safety is compromised. Therefore,
the Team concluded that a lack of senior management support for Operations’
leadership role was the root cause of this adverse condition.

5.2 Contributing Causes

Three contributing causes were identified. Although none of these factors alone
caused the erosion of Operations’ leadership role, each of them contributed to it.

\é\'\ 1. Staffing was inadequate to perform the tasks assigned. There was an
inadequate number of licensed personnel to complete assigned work
without excessive overtime hours, to participate in station decision-
making, and to provide leadership in the activities of other station
organizations. In addition, resources in other site organizations were
insufficient to support Operations’ priorities in assuring sustained safe
operations.
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Senior management failed to ensure that fégUlatorv expectations for

licensed personnel were effectively communicated and reinforced.
Senior management did not ensure that station personnel at all levels
understood the command and control authority of licensed operators
on-shift. Appropriate roles, responsibilities and authorities were not
documented in policies, procedures, and other documentation,
expectations were not communicated and reinforced through training,
and management behavior was inconsistent with the expectation that
Operations would lead the site. Further, changes in management
personnel resulted in the communication of inconsistent expectations
regarding Operations’ leadership role.

Senior management failed to assure that a safety conscious work

environment _was _established and maintained in Operations.
Management engaged in behaviors that created a chilling effect in
Operations by failing to encourage, and sometimes appearing to
punish, a questioning attitude and the raising of safety concerns.
Aggressiveness in pursuing the resolution of operational problems was
discouraged by repeated failures.

5.3 Related Observations

The Team made three additional observations regarding factors affecting Operations’
leadership role, as follows:

1.

Operations personnel have not been provided all of the necessary tools
and_equipment to perform their tasks efficiently. Recent remodeling

efforts have resulted in a lack of access to desks, computers, filing
cabinets, and permanent telephones for some Operations personnel.
For example, Assistant Shift Managers and other SROs struggle to
locate workspace for performing CR reviews, completing procedure
changes and reviews, and other administrative tasks. Further, not all of
the station databases and software required for Operations activities
are accessible from every computer used by Operations personnel and
some personnel require additional training in computer skills.
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2. Communication across shifts is a challenge. Communication across
shifts within Operations, and between Operations and other station
work groups is a challenge under any circumstances. The lack of
consistent access to e-mail for all Operations personnel contributes to
communication difficulties. A Monday evening telephone conference
has been instituted that includes the Operations Manager, the
Superintendents, and Shift Managers and appears to have improved
cross-shift communications.  Additional technologies, such as the
assignment of cell phones to all Operations personnel, and
implementation of additional processes to enhance communications
appear to be warranted to ensure that necessary information is

communicated among all Operations personnel to support their
leadership role.
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6.0 Extent of Condition

Based upon the information considered by the Root Cause Analysis Team and the
information documented in the Management and Human Performance Root Cause
Report in response to CR 2002-0891, the Team believes that other station
departments were also adversely affected by some of the same factors identified in
Section 6. In response to the Management and Human Performance Root Cause
Report, a Management and Human Performance Excellence Plan was developed
and is being implemented. The Management and Human Performance Excellence
Plan includes a series of reviews of selected station organizations that include, for
example, checks of whether there are clear lines of authority and responsibility within
the organization; whether staffing levels and resources are sufficient to handie
assigned responsibilities; whether individuals have a clear description of their
assigned responsibilities; and whether interfaces with other organizations are clearly
defined. In addition, a number of actions are being implemented to strengthen the
safety conscious work environment across the site. The Team concludes that these
efforts should identify needed corrective actions for similar problems to those
identified with regard to Operations’ leadership role at Davis-Besse.
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7.0 Corrective Actions

This section repeats each of the root and contributing causes in Section 8, and then
identifies applicable corrective actions.

7.1

Corrective Actions for the Root Cause

Senlor _management support for Operations’ leadership role was

missing.
Corrective Actions:

a. Extensive changes have been made in the officers, directors, and
managers responsible for Operations, including changes in the Site Vice
President, Plant Manager, Operations Manager, Operations
Superintendent, and Operations Support  Superintendent. These
individuals value strong Operations’ leadership.

A/ Senior management is demonstrating support for Operations’ leadership
role by being visible and active in Operations’ activities, such as shift
turnover meetings, by appropriately mentoring and coaching Operations’
personnel in resuming the leadership role, and by ensuring that
Operations’ priorities are addressed and supported in station decision-
making. The Nuclear Quality Assurance organization will periodically
assess the implementation and success of these activities.

< A declaration from the chief executives will be issued and communicated to
site personnel delineating Operations’ leadership role.

d./r he Operations leadership team will disseminate the results of this Root
Cause Analysis and the corrective actions to other station managers, will
ensure that other station organizations dedicate the time required to
internalize the impact of Operations resuming the leadership role on their
activities, and will resolve any issues identified in implementing the change.

,a./Senior management will assure that no uneasiness remains among
Operations personnel regarding the station's ability to operate safely prior
to restart. Shift Managers will be charged with eliciting any outstanding
safety concerns from their crews and for ensuring that the concerns are
resolved. Davis-Besse will not restart until each Shift Manager is willing to
state that he-and his crew know that the plant is ready to restart, that
Operations has regained and is performing the site leadership role, and
that the plant will operate safely.
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7.2 Corrective Actions for Contributing Causes

7.2 Staffing was Inadeguate to perform the tasks assigned.

Corrective Actions:

” Continue hiring new personnel to be trained as equipment operators and
continue training of RO and SRO candidates. Continue implementing
current plans for additional licensing classes to replenish and maintain a
sufficient number of licensed personnel for the tasks assigned, as well as

to populate other departments with personnel who maintain active licenses.

‘ )a./AnaIyze the tasks currently assigned to Operations. ldentify additional
o activities that Operations must perform to continue re-establishing and to
maintain leadership. 'Determine the number of personnel and the
qualifications required to perform the activities identified. Develop and

implement short-term compensatory measures for staffing shortfalls that
- are identified. , .

. Address Operations’ compensation, as necessary, to ensure retention of
current staff. Improve the station’s competitive position in attracting
desirable applicants. Continue current activities to develop and implement
professional development plans for Operations personnel to ensure that
career paths are identified and that future site leaders will be available and

prepared to assume leadership roles.
: A:‘I)ement corrective actions for staffing needs identified in other station

organizations to ensure staff capabilities exist to support Operations'
priorities. ‘

7.2.2 Senlor management falle& to ensure that requlatory ex ctations for
licensed personnel were effectively communicated and reinforced.
. Prior to restart, Operatiofns and manégement personnel from other station
organizations will receive corporate training regarding the roles,
responsibilities and authorities of licensed personnel. This training course

will be added to the core continuing training program for Operations and
management personnel.

. The Site Vice President will continue to make himself available to the Duty
Shift Manager to assist in ensuring that personnel in other station
organizations understand his expectation that they are accountable to the
Duty Shift Manager and to Operations personnel and must support

~ Operations’ leadership role.
(Azagement will ensure that an invitation is extended to NRC

representatives to addréss newly licensed ‘or upgraded operators when

[
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they are awarded their licenses, and to address Operations Department
personnel periodically to communicate and reinforce NRC expectations, as
appropriate.

- An Operations Standards and Expectations document has been issued to
address, in detail, expectations, job standards, and responsibilities of
Operations Department personnel. Knowledge of these standards and
expectations will be reinforced by training and testing prior to restart.

2( A memo signed at the highest level defining the Shift Manager's role,
responsibilities and authorities will be issued and conspicuously posted in
selected areas throughout the site. This memo will be revised and reissued
on an annual basis. -

/ The Operations Leadership Plan will be reviewed and approved by senior
management.

- As part of the Management and Human Performance Excellence Plan,
policies, procedures, program and job descriptions, and organizational
interfaces are being reviewed for consistency with management
expectations. As part of these reviews, opportunities to strengthen
Operations’ leadership role will be identified and incorporated.  For
example, :

i. Requirements will be added to the comrective action process to ensure
that Operations’ concems are adequately addressed in the
prioritization, scheduling and resolution of condition reports.

ii. Operations’ involvement in station decision-making processes will be
strengthened. Operations’ representation will be required at
Management Review Board, Corrective Action Review Board, Station
Review Board, and Project Review Committee meetings, and that
Operations input will be sought in other station decision-making
processes, as appropriate. These important decision-making meetings
- will not occur unless a designated Operations representative is present.

. M Licensed personnel will fully commit to resuming the leadership role.

7.2.3 Senlor management failed to assure that a safety conscious work
environment was established and maintained in Operations.

. The Operations Standards and Expectations document will address the
chilling effect in Operations by including expsctations for Operations
personnel to raise any operational concems. It also contains the
requirement for Operations personnel to demonstrate leadership in
resolving concerns by continuing to escalate them through their
management chain up to and including the President of FENOC until
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resolution is obtained. Davis- Besse and FENOC senior management
expect Operations personnel to inform the NRC of their concems, if
management does not address the concerns 1o their satisfaction.

. Licensed operators will be delegated management authority for addressing
”  and resolving safety concems that are identified to them by other station

onnel. _

)Z::sistent with their leadership role, Operations personnel at all levels will
be given training in maintaining a safety conscious work environment to
ensure that their leadership and oversight of station activities performed by
personnel in other departments is conducted in accordance with

nagement expectations. ,

‘;/h;:ividuals appointed to the open Site Vice President and Operations
Superintendent positions will be thoroughly screened prior to appointment
to ensure that their management styles will support a safety conscious
work environment in Operations.

. Operations personnel and managers in all station organizations will comply
with senior management requirements and NRC expectations for ensuring
that a safety conscious work environment is maintained. 210 of 250 site
managers have recently completed safety conscious work environment
training for supervisors, and the remainder will complete training by
December 4, 2002.

7" Reports from site-wide surveys and assessments of the safety conscious
work environment in Operations will be provided to the Plant and
Operations Managers, and any weaknesses identified will be promptly
addressed and resolved.

g. Davis-Besse will complete implementation of the Safety Conscious Work
Environment Action Plan as part of the Management and Human
Performance Improvement Plan.

7.3 Corrective Actions and Proposed Enhancements for
Observations

Operations personnel have not been provided all of the necessary tools

and equipment to perform thelr tasks and communicate efficiently.

Corrective Actions:

a. Provide permanent workspaces for Operations personnel.

b. Consider increasing the use of additional technologies and practices to
support communication, such as the assignment of celi phones to all
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Operations personnel that can be used for individual communication as
well as group distribution messages.

Root Cause Analysis Report 45




8.0 Experience Review

Section 7 of the Root Cause Analysis Reference Guide and Attachment 11 of the
Programmatic Guideline for the Davis-Besse Condition Report Process state that a
review of similar experiences at the plant and across the nuclear industry should be
conducted to determine:

o whether past occurrences of similar problems indicate a generic or
‘ broader scope issue,
why prior corrective actions for similar problems were not effective, and

whether the currently proposed preventive actions are different so as to
be more effective.

This section also discusses why the currently proposed corrective actions are
different from those taken in response to previous Davis-Besse and industry
experience, and why the proposed actions should be more effective.

To identify relevant past experience, keyword searches of several databases were
performed. The INPO Operations Experiences Database and Davis-Besse’'s CATS
and CREST databases were searched. Search terms included: safety conscious
work environment, safety focus, command and control, leadership role, management
expectations, regulatory expectations, questioning attitude, command function,
involvement, and accountabitity.

8.1 Recent Assessments of Davis-Besse Related to Operations

Symptoms of the decline in Operations’ leadership role at Davis-Besse were
identified in four previous assessments. These assessments were performed within
the past three years.

8.1.1 1999 RHR Organizational Assessment

An organizational assessment was conducted by RHR International in June-July,
1999. The assessment identified many of the conditions that were described to the
current Team regarding past organizational problems at the site, as follows:

. Headcount and cost-cutting

o The site had a pure operating orientation until the 1990s and a
business planning mentality did not exist

o Reliability and cost have become critical success areas

. Many want to return to the basics
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o Perception is the site got behind

. Silos exist among the different units

. A gulf exists between the Directors and other levels

. Many managers avoid raising bad news

. Directors rely on command-and-control

. Key people were drained off

. Little attention goes to attracting and developing talent
o Managers avoid rocking each others’ boats

. Criticism can be personal and blaming

. Decisions are made within silos

. Little emphasis exists on safety and performance at all costs
° Management rarely scans for subtle problems

The results of the assessment were communicated to senior site management, but
the current Team was unable to verify that corrective actions were taken at the time.
Senior management personnel at the site who received the information are no longer
in those positions and were not contacted.

8.1.2 June, 2001 Operations Self-Assessment

Prior to a scheduled INPO audit, Operations completed a self-assessment in
June, 2001 (CR 2001-1458) to identify strengths and weaknesses in the following
INPO performance areas:

. Operations

. Safety Culture

. Plant Status Control
The self-assessment identified only one weakness in Operations regarding the failure

to include the Shift Manager as a member of upper management. Several corrective
actions were developed and some were implemented at the time.
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One corrective action that was implemented was holding an offsite meeting on
October 29", 2001, for teambuilding purposes and to address needed steps for
enhancing the Shift Manager's leadership position at the site. Minutes from that
meeting show that the following items were discussed:

o Insufficient staffing to accomplish the tasks assigned.

® The need for an Operations Succession Plan.

o The need for Shift Managers to be informed of personne! decisions
made by the Operations managers that affected the individuals on their
crews. -

. A plan to address pay issues for the SROs, Shift Manager professional

development plans, and rotational assignment possibilities.

J The unwillingness of Shift Managers to take the Operations
Superintendent position because they believed that the management
team would not support the Operations Superintendent and that the
position was powerless.

) The Shift Managers’ desire to avoid attendance at the morning
Managers Communication and Teamwork meetings because the
meetings were perceived as “demoralizing.”

Another corrective action to CR 01-1458 was to identify meetings and projects in
which Shift Managers could participate to be more involved in management decision-
making. This action was determined to be “not a priority at this time, but may be
revisited at a later date as part of continuing Shift Manager development.”

8.1.3 September, 2001 INPO Audit

Results of an evaluation conducted by INPO representatives during September of
2001 provided several additional indications of Operations’ declining leadership role
(CR 2001-2989). These included:

. Operations management had missed opportunities since 1998 to take
clear ownership of safety tagging problems. Operations had not taken
ownership of those‘aspects of the process that crossed disciplinary
boundaries, such as ensuring that the work scope planned was
completely covered by the clearance requested.

o Revised expectations for some work activities were not clearly
established and communicated, and so were not being consistently
implemented. Operators did not communicate to management that
some of the standards and expectations could not be implemented as
written.

Root Cause Analysis Report 48




. In some instances, shift management did not thoroughly question or
challenge initial Engineering recommendations about the status of
important equipment deficiencies.

. Expectations for Shift Manager and Field Supervisor oversight of
normal day-to-day plant operations were not established. The Shift
Manager, Shift Engineer, and Field Supervisor were observed to spend
most of their time in administrative duties.

. A misalignment within Operations was identified in that expectations
were not clearly and consistently reinforced, due, in par, to recent
changes that had occurred in Operations management.

A number of corrective actions were implemented in response to CR 2001-2989 and
some are still on-going. The effectiveness of the actions will be evaluated by
December 22, 2002. The current Operations Leadership Plan includes additional
items to address the results of the INPO audit. Corrective actions to CR 2001-2989
that have been implemented to-date include:

. Benchmarking trips to identify opportunities to enhance performance
have been conducted;

. The safety tagging procedure has been revised and staff within
Operations have been assigned as owners;

J Weekly telephone conferences and monthly meetings among Shift
Managers and Operations management personnel have been
institutionalized to enhance inter-shift communication; and

. A revision to the Operations Standards and Expectations Directive has
been completed.

8.1.4 2001 Nuclear Quality Assessment Audit

A Nuclear Quality Assessment audit of Operations was performed during the period
of August 13 through November 7, 2001. The audit team concluded that the
Operations Program was effectively implemented and overall performance was rated
as satisfactory. The audit team also noted, however, that Shift Engineers and SROs
appeared to be overburdened by administrative duties while on-shift, there was a low
number of staff available to perform procedure reviews and other administrative work,
performance expectations in policies and procedures had not been updated, and that
workspace for performing administrative duties was insufficient. The auditors noted
that actions were being taken to address staffing shortages, but that the efforts had
not been effectively communicated to Operations personnel. The audit did not
address Operations’ interfaces with other station organizations nor the effects of
management styles on the Department.
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8.1.5 Conclusions

The results of these assessments indicate that evidence of the decline in Operations’
leadership role was identified prior to this Root Cause Analysis. Some corrective
actions were developed and implemented, but it does not appear to the Team that
the potential consequences for nuclear safety of the management and organizational
issues occurring in Operations were previously considered. Again, however, in the
absence of senior site management support for addressing the “chilling effect” in
Operations or for resolving the types of organizational issues that were identified in
the RHR report and subsequent assessments, it is unlikely that corrective actions
that Operations might have considered taking would be effective.

8.2 Related Industry Experience

Numerous examples of industry events that shared at least one characteristic with
the adverse conditions found by this Team were identified in the INPO databases.
The four incidents that best matched the causal factors described in this Report are
discussed in this section. ‘

8.2.1 SER 93-28, Increased Leakage from an Unisolable Reactor Coolant Leak

after Repeated Sealant Injections

In 1993, Millstone Unit 2, then operated by Northeast Utilities, was shut down from
100 percent power when reactor coolant leakage from a manual isolation valve inside
the reactor containment building exceeded technical specification fimits. The leak
was first discovered after a reactor scram in May, 1993, and corrective actions were
taken, but they were ineffective. The'leakage did not exceed regulatory limits, so the
reactor was returned to 100 percent power. Repeated attempts at on-line leak
repairs were made over the next 2.5 months. During the final repair attempt on
August 5, the leak rate suddenly increased to an unacceptable level and the reactor
was manually shut down.

Station personnel who were involved in the repairs raised questions several times
regarding the possible consequences for valve integrity of the repair attempts. A
through-wall crack in the body of the valve was suspected at one point, and a
recommendation was made to shut down the plant. The recommendation was not
implemented.

Extensive analyses of the causal factors for this event have been published
elsewhere and indicated that an emphasis on production over nuclear safety at
corporate and senior management levels, and chilling effects, were root causes for
the event. The INPO SER also noted the following:

. Because senior management did not question the repeated attempts at
repairing the valve, plant personnel saw this as implicit approval for
continuing to repair the valve at-power.
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. Station management recognized that permanent repair required a unit
shutdown to replace or rebuild the valve. However, it was decided to
continue attempts to repair the valve at power to maintain production
goais.

o The decisions to continue attempts to repair the valve were based on
engineering analysis of the structural integrity of the valve design.
Safety evaluations to assess the potential impact and consequences of
catastrophic valve failure were not performed.

. Station management justified continued operation because the overall
leak rate was within technical specifications. This focus and mind set
affected the judgment of many even when there was evidence of
another potential problem with the valve.

Among other recommended corrective actions, the SER states:

Senior nuclear managers should periodically emphasize to nuclear
organization personnel that nuclear safety considerations always take
priority over production goals and that station personnel are expected to
conduct nuclear-related activities to the highest standards. Examples
of both proper and improper decisions affecting nuclear safety should
be communicated to promote improved understanding of these
management expectations. Plant staff periodically should receive
reinforcement, through training and management coaching regarding
their unique responsibilities for the safe operation of their nuclear units.
To meet these demanding responsibilities, plant personnel must hold
themselves and each other accountable to the highest standards of
performance. As nuclear professionals, nuclear plant staff members
must make decisions that reflect an overriding emphasis on protecting
the reactor core.

The Davis-Besse response to the Millstone event focused on the technical issues
involved in the event, rather than the organizational issues. At the time, Davis-Besse
was one of the few nuclear stations in the country that had already established an
Ombudsman. The program had been in existence since the mid-1980s. Because
the number of employee concerns brought to the Ombudsman was low, additional
actions to respond to the safety conscious work environment aspects of the Millstone
event did not appear to be necessary.
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8.2.2 SER 1-97, Nonconser.vat!'ve Operations During Isolation of a Reactor
Recirculation Pump Seal Leak ’

In September of 1996, Clinton Power Station personnel continued operations for
approximately 16 hours with reactor coolant system pressure boundary leakage in
excess of technical specification limits. The SER noted:

. Operators and line managers were focused on decreasing a reactor
recirculation pump $ea| leak to allow continued plant operation. As a
result, operators did not take conservative actions to deal with this
potential threat to reactor coolant system pressure boundary integrity.

o Participation of line management personnel in the evolution, without
clearly defined roles and responsibilities, resulted in confusion

regarding the ultimate responsibility for making decisions affecting
nuclear safety.

. Lessons learned from industry operating experience were not used
effectively to provide operator and line management focus on nuclear
safety over production goals.

This event was reviewed by Davis-Besse Operations personnel and several actions
were taken in response, including:

3 A simulator scenario was developed that included “pressure” from
individuals outside the normal control room crew who were advocating
that the plant should be kept on-line. The scenario was used as an
introduction to a presentation on the event at Clinton and a discussion
of management expectations regarding control room roles and
responsibilities at Davis-Besse. All crews chose to conduct the plant

shutdown required by Davis-Besse procedures and technical
specifications.

. Davis-Besse guidance documents were also reviewed and it was
determined that existing guidance and procedures were sufficient to
ensure clarity of roles and responsibilities.

Although Davis-Besse's response to this SER was aggressive and the crews
performed well, the scope of the corrective actions was limited to control room roles
and responsibilities. Operations’ leadership in plant support activities, such as
Engineering, Maintenance, and decision-making processes, was not similarly
emphasized. However, as the RPV head degradation event and others have
repeatedly demonstrated, Operations’ leadership in plant support activities is as
important as leadership in the control room to ensure that nuclear safety is
maintained.
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8.2.3 OE 9944, Lack of Operator Awareness of Plant Equipment Status

A Quality Assurance Assessment at Clinton Power Station performed in 1999
identified several examples of Operations personnel lacking awareness of plant
equipment status and failing to take ownership. For example, during shift turnover,
complete information was not provided to the on-coming shift and on-coming ROs
accepted incomplete answers to their questions. In one instance, control room
equipment was released for operations for eight days before the information was
communicated to the shift crews. Causal factors identified included the failure of shift
and Operations management to consistently communicate, reinforce and hold
personnel accountable, and shift managers and other shift personnel not fully
internalizing the values of accountability and ownership. The Clinton Shift Managers
noted that they allowed themselves to become involved in staff functions, such as
tagout reviews, work order authorization reviews, and CR reviews in order to help
others, rather than maintaining their management and oversight role.

Extensive corrective actions were implemented at Clinton to enhance Operations’
awareness and ownership of plant equipment status. These included:

. The Plant Manager developed a Model for Plant Operational Focus.
The model depicts organizational focus areas for Operations,
Engineering, Maintenance, and Work Management, and their
interrelationships. The Director of Operations reinforced these focus
areas with the Shift Managers and their crews. The need for Shift
Managers to take a leadership role in interfacing with other
organizations was also communicated.

. Communications between crews was enhanced by setting up a central
voice mailbox for discussion of emerging items, safety issues, new
CRs and other information. Access to the mailbox ensured that Shift
Managers had the same information as soon as it was available to
communicate to their crews.

) Mentors for each Shift Manager were assigned to observe, coach and
reinforce positive behaviors on the shift crews. Control room activities
were monitored and personnel coached on appropriate responses to

indicate ownership and accountability for understanding plant status
and configuration.

This event report was disseminated to Davis-Besse Operations personnel for review,

but it was not analyzed for applicability and no actions were taken to implement
lessons learned at the site.
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8.3 Differences between Previous and Proposed Actions

There are a number of differences between the previous corrective actions that were
implemented in response to the findings of the internal assessments of Operations
and the reviews of external operating events and those proposed in this Report. The
most important difference is that, since December of 2001, the entire top tiers of
management at Davis-Besse have changed. In particular, a new position of Chief
Operating Officer has been created and filled, a new Plant Manager from outside of
Davis-Besse has been appointed, every Director has been newly appointed (several
from outside of Davis-Besse), and all of the managers within Operations have been
replaced. Additionally, a new Vice President of Oversight position has been created
and filled, and this individual is charged with strengthening the safety conscious work
environment at Davis-Besse.

At the same time, an Operations Leadership Plan has been developed that integrates
the findings of previous assessments of Operations, industry experience, and the
results of this Root Cause Analysis. The Leadership Plan represents an integrated
response to strengthening Operations’ leadership role at the site, and addresses
necessary changes both within Operations as well as changes in the relationships
between Operations and other site organizations.

These actions are substantially broader and more comprehensive than previous
corrective actions. Davis-Besse should perform reviews to ensure that the corrective
actions specified in this report are effective.
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9.0 Root Cause Analysis Team

The Root Cause Analysis Team consisted of two independent consultants who
specialize in conducting root cause analyses and assessments of nuclear power

plant organizational performance and a senior member of the Operations Department
at Davis-Besse. The Team members were:

Valerie E. Barnes, PhD, Performance, Safety and Health Associates, Inc.
(President and Senior Research Associate), Team Lead — Valerie Barnes
received her PhD in Social/Organizational Psychology from the University of
Washington in 1985. She has managed or played a key technical role in numerous
research and technical assistance projects for the U.S. Department of Energy (DOE),
the U.S. Nuclear Regulatory Commission (NRC), and other private sector and
government sponsors undertaken to enhance the reliability of human performance.
She has assisted in developing and delivering training for DOE accident investigators
and Board Chairpersons since 1995, assisted the U.S. Chemical Safety and Hazard
Investigation Board to develop its investigation procedures and protocols, and
recently published a guidance document to assist NRC inspectors in evaluating
licensee investigations and root cause analyses for human performance problems.
Dr. Barnes has applied her expertise in more than 100 audits, inspections and event
investigations that have addressed a variety of human performance issues.

Brian C. Haagensen, Performance, Safety and Health Associates, Inc.
(Managing Director and Executive Vice President) — Brian Haagensen is a senior
management consultant with 30 years of experience in the nuclear industry. He has
worked at 75% of the nuclear power plants in the country today. He was the project
manager and lead expert for management and organization support to all NRC
Diagnostic Evaluations Team Inspections from 1991 to 1995. He personally
participated in three NRC Diagnostic Evaluations as the lead management and
organization consultant (South Texas Project, Palisades and Maine Yankee). He
was a certified NRC Operator Licensing Examiner from 1986 until 1995 and
participated in over 75 exams throughout the country. He also supported numerous
NRC inspections including emergency operating procedures inspections, Augmented
Inspection Teams, Emergency Preparedness Inspections, Exercise Evaluations, Part
21 vendor audits and training inspections. He has an extensive background in
corrective actions including support of the Indian Point corrective action program self
assessment and preparations for the NRC ‘s 95003 multiple degraded cornerstone
inspection. He has received formal training in root cause assessment techniques
including MORT, Kepner-Trego, and HPIP. He was the lead operations
representative on the NRC'’s shift staffing study conducted by Brookhaven National
Laboratory. He co-authored the NRC's Human Performance Evaluation Process
(HPEP) NUREG/CR-6251. He has a Masters of Science degree in physics and was
a nuclear submarine officer from 1974 to 1982,
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Douglas Ricci — FENOC (Davis-Besse, Operations Supervisor) - Douglas Ricci
has worked in the field of nuclear energy for 36 years and for the Toledo
Edison/Centerior Energy/First Energy organization for more than 31 years. Doug
was licensed as a Reactor Operator for almost 2 years and as a Senior Reactor
Operator for over 22 years. Doug has held the positions of Reactor Operator,
Assistant Shift Supervisor, Shift Supervisor, and Supervisor — Operations while at
Davis-Besse Nuclear Power Station, He is trained as an INPO Root Cause
Coordinator, an INPO Human Performance Fundamentals Course facilitator, and is a
qualified Root Cause Evaluator.
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10.0 References

The following is a list of references reviewed in preparation of this Report.

10.1

Davis-Besse References

Procedures

DB-OP-00000, Conduct of Operations

DB-DP-00022, Station Review Board

DB-FP-000005, Fire Brigade

GP-01, Conservative Operations

GP-25, Shift Expectations

DSP-80-00016, Command Responsibilities

NT-OT-07007, Fire Brigade Training

NG-DB-00302, Davis-Besse Nuclear Power Station Fire Protection
NOP-OP-1001, Clearance/Tagging Program

NOP-LP-2001, Condition Report Process

Operations Standing Crder 00-006, Configuration Control Action Plan
Operations Standing Order 00-011, Interim Operations Performance
Requirements

Operations Standing Order 01-008, Failure to Perform DB-SC-03023
when EDG #2 Paralleled to D1 Bus

Operations Standing Order 02-008, Interim Safety Tagging Guidance
Corrective Action Program Reference Guide Rev 5

Nuclear Operations Admin-1 Rev 17

Delegation of Authority Admin-9 Rev 20

Corrective Action Tech-3 Rev 18

Root Cause Analysis Tech-26 Rev 1

Condition Report Process — Programmatic Guideline

Charter - Corrective Action Review Board

Charter - Davis-Besse Project Review Committee

Davis-Besse Project Review Group Charter Rev 3 and Rev 4

Duty Shift Supervisor Duties and responsibilities Tech-19 Rev 19
FENOC - Root Cause Analysis Refsrence Guide Rev 3

Corrective Action Policy, Tech-3 Rev 0 and Rev 15 thru Rev17

Potential Condition Adverse to Quality Reports

1998-0020, RC-2 with Root Cause Analysis Report

1998-00486, Insulation for RC-2 Removed for Inspection and Not
Reinstalled

1998-0649, Inspection Results of Reactor Vessel Head
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1998-0650, Video Inspection Results CRDM Nozzle/Head Interface
1998-0767, Reactor Vessel Head Inspection Results
1998-0824, CAC’s 2 and 3 Have Accumulated Boric Acid
1998-0915, Yoke on RC-2 is Corroded

1998-1642, Apparent Missing Nut

1998-1681, Missing Body to Bonnet Stud Nut

1998-1716, Functional Evaluation of RC-2 for Past Operability
1998-1797, Operations Accreditation Team Findings
1998-1799, RC-2 MWO Package Discrepancies

1998-1885, RC-2 Carbon Steel Nuts

1998-1887, Nut in Containment

1998-1904, 1998 Collective Significance Review

1998-1924, Functionality of RC-2 as a RCS Pressure Boundary
1998-1980, Containment Cooler Plenum Pressure Decreasing
1998-1981, HP-0057 Body to Bonnet Bolting

1998-1988, RC-2 |

1998-0020, Multiple Problems with RC-2
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Condition Reports

1999-1614, LER 1998-009

2000-1001, RC-2 Spray Valve Problems

2001-1747, CARB Charter Compliance

2001-1748, Corrective Action Review Board Recommendations
2001-2862, Potential Adverse Trend in Unidentified RCS Leakage
2001-3025, RCS Leakage

2002-02584, Implementation of Corrective Action Program By Site
Personnel ‘

. 2002-02585, Managément and Supervisory Oversight and Ownership
of Plant Activities ‘

Audits

o Audit Report AR-00-ONF-01
. Quality Assessment Audit Report AR-02-OUTAG-01

Job Descriptions !

Plant Manager Davis-Besse Plant Operations

Manager - Operations Davis-Besse Plant Operations
Manager — Maintenance Davis-Besse Plant Operations
Manager ~ Plant Engineering Davis-Besse Plant Operations

Manager — Design Basis Engineering Davis-Besse Engineering and
Services

. Manager — Quality Assessment Davis-Besse Nuclear Assurance
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10.2

Manager — Radiation Protection Davis-Besse Plant Operations

Director — Engineering and Services Davis-Besse Engineering and
Services

Open Position Announcement — Manager, Nuclear Outage

Open Position Announcement — Manager, Nuclear Environmental and
Chemistry

Other Station Documents

Human Resources Performance Management ownership for Excellence
Guideline Forms: Executive level Competency/Behavior Forms

Human Resources Performance Management ownership for Excellence
Guideline Forms: Manager level Competency/Behavior Forms

Human Resources Performance Management ownership for Excellence
Guideline Forms: Supervisor level Competency/Behavior Forms
Human Resources Performance Management ownership for Excellence
Guideline Forms: Individual Level Competency/Behavior Forms

Root Cause Analysis Report Significant Degradation of the Reactor
Pressure Vessel Head, CR 2002 -891 (Management and Human
Performance Root Cause Analysis Report)

Management and Human Performance Excellence Plan, September 5,
2002

Minutes of the October 29, 2001 Shift Manager Team Meeting

Minutes of the October 26, 2002 Shift Manager's Meeting

FENOC Nuclear Market Survey, Operations 2002

E-mail from Dee Laberdee Haskins to Doug Ricci, 11/12/02,
Compensation Matrix

MPO-00-013, Operations’ On-Shift Staffing, 6/9/99

Nuclear Group Staffing Report, 1991-1997

Operations Overtime Call-Out Reports (1998-2002)

NRC References

RC-2 NRC Special Inspection Report 350-346/98021

SEN 190, Pressurizer Spray Valve Bonnet Nuts Dissolved by Boric Acid
Leak

Baker, T. (1995). Alertness, performance and off-duty sleep on 8-hour
and 12-hour night shifts in a simulated continuous operations control
room setting (NUREG/CR-6046). Washington, DC: U.S. Nuclear
Regulatory Commission.

Haber et al. (1995). Nuclear Power Plant Shift Staffing Levels: Site
Data Collection Report (Accession No. 9510030160). Upton, NY:
Brookhaven National Laboratory.

Information Notice 79-20, NRC Enforcement Policy — NRC Licensed
Individuals
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14,

15.

16.
17.
18.

IE Circular 81-02, Performance of NRC-Licensed Individuals While on
Duty .

Information Notice 85-53, Performance of NR&-Licensed Individuals
While on Duty

Information Notice 91-77, Shift Staffing at Nuclear Power Plants
Information Notice 95-23, Control Room Staffing Below Minimum
Regulatory Requirements

Inspection Manual, Inspection Procedure 71 707, Plant Operations
Inspection Report 50-346/02-03, NRC Augmented Inspection Team —
Degradation of the Reactor Pressure Vessel Head

Policy Statement on the Conduct of Nuclear Powsr Plant Operations
(rec'd 1/23/89)

Regulatory Guide 1.114, Guidance to Operators at the Controls and to
Senior Operators in the Control Room of a Nuclear Power Unit (May,
1989, Rev. 2)

Regulatory Guide 1.8, Qualification and Training of Personnel for
Nuclear Power Plants (May, 2000, Rev. 3)

Shurberg, D et al. (1994). Identification of Issues Associated with
Nuclear Power Plant Shift Staffing Levels, Task 1 Letter Report
(Accession No. 951003074). Upton, NY: Brookhaven National
Laboratory.

10 CFR 55, Operators’ Licenses

10 CFR 50.54, Conditions of Licenses

NUREG-0800, Chapter 13, Operating Organization

10.3 INPO References

1.

PNDPOA WM

10.
11.
12.
13.
14,

ACAD 97-004 Guidelines for Shift Manager Selection, Training and
Qualification, and Professional Development

INPO Excellence in Human Performance (draft, August, 1997)
INPO 01-002 Guidelines for the Conduct of Operations at Nuclear
Power Stations

OE 9944 Lack of Operator Awareness of Plant Equipment Status
SOER 81-12 Reactor Coolant Pump Closure Stud Corrosion
SOER 84-5 Bolt Degradation or Failure in Nuclear Power Plants
SOER 98-1 Safety System Status Control

SER 1-97 Nonconservative Operations during Isolation of a Reactor
Recirculation Pump Seal Leak

SER 93-28 Increased Leakage from an Unisolable Reactor Coolant
Leak after Repeated Sealant Injections

SER 46-80 Reactor Coolant Pump Closure Stud Corrosion

SER 35-81 Corrosion of Reactor Coolant System Piping

SER 11-82 Reactor Coolant Pump Closure Flange Stud Corrosion
SER 57-83 Cracking in Stagnant Boric Acid Piping

SER 72-83 Damage to Carbon Steel Bolts and Studs on Valves in
Small Diameter Piping Caused by Leakage of Borated Water
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Assessment of the FENOC
Company Nuclear Review Board

1.0 Purpose and Approach

This Report summarizes the results of an assessment, conducted during July-August
2002, of the FENOC Company Nuclear Review Board. The Purpose of this
Assessment was stated to be:
Assess the Company Nuclear Review Board’s (CNRB) past and going
forward oversight role as it relates to the missed oppeortunity for identifying
the reactor vessel head issue. Provide recommendations for improving the
safety focus of the CNRB.
A large amount of material was collected and reviewed to better understand the
FENOC requirements for the CNRB, and how the CNRB presently functions. These
addressed its structure, composition, expertise of members, attendance, reporting,
etc. A listing of documents reviewed is attached to this Assessment. A meeting of the
CNRB (at Beaver Valley on July 16-17, 2002) was attended to observe the
functioning of the CNRB. Meetings, discussions, and interviews of CNRB members,
management and staff were conducted, both at Beaver Valley, and also at Davis-

Besse during the week of July 22, 2002.

In addition, considerable inforrﬁation relating to the actual Davis-Besse reactor head
degradation issue was reviewed including the sequence of events, selected Condition
Reports, the Root Cause Report the Retum to Servnce Plan, and numerous other
supporting documents. Also revxewed were several memoranda of a FENOC staff
member (J Hultz) who was on dlstrlbutlon for CNRB mformauon and who provided
his reaction to that mformatlon lo FENOC management While thxs review of
information provided a broad-based perspective on the history of the reactor vessel
head issue, the scope of this assessment was limited and focused on understanding
information provided to the CNRB, the information available to the CNRB, and the
CNRB’s response to that information.
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2.0 FENOC Requirements for CNRB

The requirements for the Davis Besse CNRB are contained in Section 13.4.2 of the
plant’s Updated Safety Analysis Report (USAR). The USAR (Rev. 22, dated
11/2000) states that the CNRB “shall function to provide independent review and

audit of designated activities..."

The USAR further states that the Company Nuclear Review Board shall review a
number of technical areas, including:
f- Significant operating abnormalities or deviations from normal and expected
performance of plant equipment that affect nuclear safety
and,
h. All recognized indications of an unanticipated deficiency in some aspect of design

or operation of safety related structures, systems, or components.

The FENOC Policies and Practices (Rev 14, effective 05/06/2002) for the Company
Nuclear Review Board support, and elaborate on, the basic charter. It specifically
notes:

- Section 2.0 — “The CNRB shall function to provide an independent audit and
review of plant activities to assure itself” that the stations are “being safely
operated and maintained.”

- Section 4.2.1 indicates that the CNRB is responsible for “Informing the FENOC
President Nuclear on any CNRB issue relative to the safe operation of the Davis-
Besse, Perry or Beaver Valley” plants, and

- Section 9.1 states that “CNRB members individually performing review of an
activity or action shall not have been responsible for that activity or action under

review.’

The FENOC Quality Assurance Program manual contains similar requirements.

August 13, 2002 2



3.0 Implementation of the CNRB function

The implementation of the FENOC CNRB function generally follows the guidance in

the company’s USAR and Policies and Procedures document. For example:

- The CNRB is composed of both internal and external individuals having the
required expertise,

- CNRB members routinely receive a wide variety of plant specific information for
review in advance of meetings,

- CNRB meetings are held on a periodic basis at each station to review safety issues
and to discuss overall performance (currently six times per year; twice at each
station; for a minimum of three days each),

- CNRB meetings are reasonably well attended by both internal and external
membership, and minutes indicate that a quorum was present,

- External consultant members periodically travel to the plants to observe activities
and have discussions,

- External members review materials while “offsite” in preparation for discussions,

- The CNRB currently has one industry peer advisor as a member,

- In 2001, each external member devoted a significant amount of time (on the
aver.age about 480 hours) to the review of materials to support the CNRB review
function, and

- There is no readily available means to estimate internal member’s efforts.
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4.0 Information Available to the CNRB

The CNRB did not identify the severely degraded reactor vessel head condition
present at Davis-Besse. Records also suggest that the CNRB did not inform senior
company management of the issue, nor provide any specific recommendation

regarding it to FENOC management.

A review of CNRB materials, including meeting minutes, ‘hand-out’ and presentation
materials, and Subcommittee minutes, indicates there were several discussions at
CNRB meetings that suggested a primary system degradation issue existed at Davis-
Besse. Examples of information provided to CNRB members and discussion topics

at CNRB meetings inciuded:

- Boric acid plating out on containment air coolers (1-99),

i Updates on reactor coolant system unidentified leakage (5-99, 3-01),

- Frequent required change out of radiation filters (7-99),

- Presence of iron deposits on filters and a requested SRI analysis (7-99), and

- Information that all nozzles were not inspected in previous outages (11-01).

Other supporting information that was available in review documents was more

specific:

- Indications of rust or brown stained boron on the head (4-96),

- A finding of ‘fist size clumps’ of boric acid (4-98),

- A Southwest Research report noting iron oxide and corrosion (7-99),
- Red/brown boric acid leakage being noted (4-00),

- A discussion of accumulation of boron on the head (4-00), and

- A discussion of the need for a Project Plan for J-groove cracking (5-01).

(A more detailed listing of selected information that was made available to CNRB
members is set forth in Attachment A.)
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The availability of this information must be viewed in perspective. The CNRB
received information on these Davis-Besse plant-specific issues during the same time
period that the industry (including the CNRB members) was receiving operating
experience reports of boric acid corrosion problems in the industry, and receiving
several communications from the NRC identifying concerns regarding boric acid
corrosion of carbon steel in PWRs. While this occurred over a long period of time
dating from the 1980s, it was particularly focused on cracking of PWR vessel head
penetration nozzles beginning in about 1997 and continuing through 2001. In fact,
the NRC Information Notices, Bulletins, and Generic Letters were issued to call
particular attention to the potential problems, and Davis-Besse was identified as a

plant susceptible to the issue.

While this information was made available to the CNRB, no specific questioning or
follow-up on the issue appears to have occurred by CNRB members. While there
was limited discussion of the plant’s reactor coolant leakage, the collective
significance of the many indicators of problems appears to not have received
appropriate safety focus. It should also be noted that plant management did not
identify the collective significance of these indicators regarding boric acid on the

reactor vessel head, or at least did not so inform the CNRB.

In summary, it is apparent that CNRB members received plant-specific information
(and that additional relevant information was available if requested) and that
considerable industry communication was provided regarding this issue, that should
have suggested an ongoing degradation issue or concern related to the integrity of the
reactor primary coolant system. Given the several specific alerts received from other
nuclear industry organizations and those received formally from the NRC, it is
reasonable to expect that the CNRB should have raised questions regarding the boric

acid corrosion issue.
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5.0 Conclusions and Recommendations

The following summarizes the conclusions of the assessment and any associated

recommendations.

August 13, 2002

The CNRB failed to identify the reactor vessel head degradation issue. While the
CNRB is an important safety review function for the station, it is but one of the
several levels of safety protection that failed. The CNRB process failed and as

such the issue should be viewed as broader that one “missed opportunity.”

Senior management should ensure that all CNRB members recognize that
the CNRB function failed to provide the expected level of safety protection at
the station. Management should guard against any defensive reaction (e.g.,
“no one told us of the problem”) and focus on the need to ensure that steps
are taken to improve the chances of identifying such a concern if one were to

occur in the future.

Based on an observation of a CNRB meeting, the “Expectations” for the CNRB
appear to not be clear. An observer has some difficulty is determining whether
the CNRB meeting is more typical of a management review committee meeting,
or a meeting whose primary purpose is to focus on technical/safety topics at the
plants. Inthe CNRB meeting attended, there was generally too much attention
directed at how better to manage the station, on reviews of technical matters of
limited significance, and on somewhat administrative matters. There was less

focus on technical and operational issues, and on potential safety issues.

It is recommended that senior management review the functioning, the
structure, and membership of this important safety review entity for the
station. Management should establish, or reiterate, the expectations for the
CNRB particularly clarifying that its role is primarily a safety-focused

organization and not a management unit of the station.



e The CNRB meeting and the information presented and reviewed, had little focus
on operational, technical, and safety topics. A review of presentations and
meetings minutes from recent meetings indicates that they are generally
superficial and not focused on specific operational or technical challenges for the
station. They instead focus on general, more production-oriented indicators, with
little emphasis on technical/safety oriented performance indicators.

Senior management should ensure that the CNRB’s focus is primarily on
“safety, or matters that could directly affect safety." Production-oriented
presentations should be avoided. Briefings should be re-directed towards
operational, technical, or safety “issues” challenging the station. Specific
factual information to support such issues should be presented, including

better use of appropriate performance indicators.

e The CNRB may not be meeting its charter to provide an independent safety audit
function. It was indicated that certain of the “external” CNRB members are
providing both “consulting services” to Davis-Besse, as well as serving in the
“independent auditor” capacity. Such an intertwined dual consulting and
independent auditing approach for some members may have led to a situation
where the external members have lost their ability to objectively view information
and avoid the “group-thinking” results. Members may have grown to be too close
to the plant, its condition, and its management, and may now even “own” an
aspect of performance problems. Certain plant conditions may not be as
“obvious” to them as they could be for an ‘independent” auditor. It was not
possible to determine the extent to which this may have compromised the

“independent audit” function as required by the USAR and procedures.
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It is recommended that senior management clarify the roles and
responsibilities for all CNRB members to ensure the integrity of the CNRB
process. This should ensure that all members strictly adhere to the “arms-
length’ independence requirement to better enable them to identify
indicators of plant or performance deficiencies. CNRB members, including
external members, should not even have an appearance of a conflict, and
should be able to review various performance reports, including Condition
Reports, apparent and root cause reports, plant operating experience and
deficiency reports without having any prior involvement in the preparation

of those reports.

¢ A major source of “input” information for CNRB review should be the Nuclear
Quality Assurance (QA) organization, and the supporting Corrective Action
Program (CAP). It is recognized that separate internal assessments of each of
these programs is underway within FENOC. Based on the review of several years
of CNRB information, it does not appear that he CNRB effectively utilized this
information and did not adequately review the health or effectiveness of either the
QA or CAP program. In addition, it was not apparent that CNRB was effectively
overseeing the QA Audits that are to be “performed under the cognizance of the

CNRB.”

It is recommended that the CNRB be specifically required to review the
effectiveness of the QA and CAP programs on an ongoing basis at every
meeting. QA should be required to inform the CNRB of the issues that QA
has highlighted as major focus areas or concerns. Information regarding
“what the CAP is telling the station” should routinely be provided to the
CNRB. This information should help the CNRB define areas requiring
attention. Management should establish clear guidelines to ensure that the
CNRB conducts a rigorous, open review of the adequacy of the
implementation of these programs, particularly since the CNRB has the

responsibility to oversee and review the QA process.
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e The present Chairman of the CNRB also has Nuclear Quality Assurance (QA)
line management responsibilities. Since this approach has inherent conflicts,

extreme care should be taken to ensure the proper relationship between nuclear

QA and the CNRB.

Since the CNRB has the responsibility to oversee and review the QA
function, appropriate information of QA findings, including audits,
assessments, and field observations should routinely be provided to the
CNRB members. Because QA in effect is ''Chairing'' the CNRB (a group
charged with overseeing QA) the full CNRB must maintain additional focus

on the effectiveness of the QA program.

¢ The unique, important role of the Operations department in guiding and directing
overall station safety performance at the station was not apparent in CNRB

discussions.

The emphasis on Operations (and supporting functions) by the CNRB should
be strengthened. Consideration should be given to having attendees from
Operations at meetings, the inclusion of Operational issues in meeting

briefings, and a stronger role for Operations in Subcommittee meetings.

¢ Recognizing the present status of the FENOC stations, particularly Davis-Besse,
the structure, meeting format, subcommittee structure and membership, and
meeting frequency do not appear to be effective and efficient, and not optimal for
conducting a rigorous safety review of performance at the stations. While it was
concluded that certain of the approaches (e.g., using subcommittees) are similar in
concept to those used throughout the nuclear industry, it was concluded that
adjustments shou]c‘l be considered to improve the effectiveness of this safety

review function.
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It is recommended that FENOC management consider several adjustments

to the CNRB as it now functions:

1. Clearly communicate management’s view of the importance of the
CNRB function, including the expectation that all members are expected
to attend all meetings.

2. Reinforce that the principal focus of the CNRB in on maintaining
personnel and worker safety, and then conduct the CNRB meetings in
that manner. Ensure that all full CNRB meetings and Subcommittee
meetings are conducted in a professional manner, all people are treated
with respect, and that all views are presented.

3. The Full CNRB meeting agenda should be revised to allow adequate time
for the key areas requiring focus. This should include additional
emphasis on issues/findings within Operations.

4. The role of QA in supporting the CNRB should be clarified and
integrated into the CNRB. The CNRB responsibility to review certain
QA Audits conducted under its cognizance should be clarified.

S. The Subcommittee structure should be realigned to focus on the major
functions of the stations: Operations, Maintenance, Engineering, and
Regulatory & Oversight. All other station functions, e.g., industrial
safety, radiation protection, chemistry, etc. can be assigned to one of these
Subcommittees.

6. Strive to ensure that CNRB Subcommittee Chairman have prior actual
plant experience in the key plant discipline where they serve (e.g., have a
member with prior plant senior Operations experience serve as Chair of
the Operations Subcommittee). The role of the Chair should be clearly
defined and include being the “quarterback” of the subcommittee, the
consensus builder, and should strive to encourage station personnel to

identify, recognize, and develop solutions to their own issues.
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7. External members should specifically be required to remain independent
of other station work activities.

8. Expectations for Subcommittees should be clarified to require having
membership from each of the other stations at every meeting.
Subcommittees should focus significant attention at the worker through
mid-management level to better understand activities at the station.

9. Subcommittee Chairman should be given the flexibility to establish the
agenda for the Subcommittee day, that is, the one day before the Full
CNRB meeting. That agenda should be established based on prior
material that was provided, and issues suggested by the subcommittee
members, by management, by QA, or other means. They should not be
required to all focus on only one particular focus area topic, thereby
precluding a more thorough review of station performance.

10. Subcommittees should function as a “Team’ and should be required to be
“in the plant” for every meeting. As such, they should be able to provide
their observations on issues of workers in the plant, material condition
aspects, etc.

11. Information routinely provided to CNRB members should be reviewed to
ensure it is adequate to allow the CNRB to reach meaningful conclusions.
Members should be requested to help with this re-evaluation.
Information provided should include the principal findings of QA and
from the CAP process. Condition Reports of some level of significance
should be provided to the Subcommittees for their review and
consideration prior to the meetings.

12. Presentations to the CNRB should more clearly be focused on technical,
operational, and potential safety .issues, and should provide enough

information to allow the CNRB to reach meaningful conclusions.

August 13, 2002 i1



13. Management should attempt to increase the use of peer-to-peer support
for the CNRB. While job responsibilities often make it difficult for such
members to participate for more than one day of a meeting, it should be
considered since it helps avoid becoming isolated, can provide valuable
information, and can support personnel development.

14. Consideration should be given to increasing the number of meetings per
year for each station. Many plants in the US now have four regular
meetings per year, although some have recently begun to transition to
three. Meetings are often of two days of total duration, the first day being
subcommittees and the second the Full Meeting, although some plants
have 2 V2 or 3 day meetings, or even longer. These are regularly
scheduled meetings, and are regularly supplemented by telephone
conference meetings to review technical specification changes. Plants in
some form of difficulty (such as Davis-Besse) usually have additional
meetings.

15. Consideration should be given to having the Full CNRB periodically
review progress on the Davis-Besse Return to Service effort, and in
particular, to conduct a formal review of the Readiness to Restart. The
Charter of the CNRB should be carefully reviewed in this regard as one
reading of the USAR would suggest that this is required. (See Section 2.0)

16. CNRB required reviews, e.g., technical specification changes, should not
be allowed to be a major distraction to the technical or safety focus of the
CNRB meeting. These required reviews can be accomplished by a variety
of other means, including telephone conferences. Members could be
encouraged to discuss questions or concerns with preparers prior to, and
outside of, the full CNRB meeting. Large programmatic reviews (e.g.,
ITS, power uprate, license renewal) can be assigned to a subcommittee
review with the full CNRB reviewing the Subcommittee performance. In
all cases, the CNRB should follow its Charter and function as an “Audit”

function, and not attempt to become a detailed review organization.
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17. Several Administrative Processes used by the CNRB should be
reexamined. These include:

a. The process used by the CNRB to “approve” an item should be
reconsidered and realigned to better follow current industry practice.
For example, the present practice of “voting” raises administrative
questions over just what is being voted on, whereas the emphasis '
should be on whether or nor any concerns or potential safety
questions were identified by even one person.

b. The process of assigning ‘“Actions” should not be allowed to become
an administrative burden, since the stations already have a rigorous
process for tracking actions, and the CNRB itself should certainly be
able to establish its own follow-up actions. Subcommittees should not
feel the need to assign administrative actions to themselves.

¢. Recent minutes of CNRB meetings have been from 30 to 50 pages in
length. It is doubtful that many people read the minutes or find them
of value. It is recommended that they be greatly reduced and written
more focused on important issues from the meeting. In addition, it is
recommended that an Executive Summary (of no more than about

two-pages in length) be written for senior management.
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Attachment A
Information Available to the CNRB: 1999 - present

Information was reviewed to determine whether or not the CNRB members had
available sufficient information to permit them to recognize the existence of

indicators of a potential problem at Davis-Besse.

CNRB members receive information from a number of sources. Internal members
are involved in the day-to-day activities and as such continuously receive an
extremely large amount of information. Typical sources for external members
include formal briefings and presentation material provided to both the full CNRB
meetings and at Subcommittee meetings; information received during discussions;
tours of the plant, information requests based on material sent in routine “mailings” to
each member, and input from discussions with “workers” and first-line supervisors.
In addition, a very large amount of information including audits, inspection reports,
operating experience reports, and plant Condition Reports is available for review and

follow-up questions.

Members are also expected to stay current with other events within the nuclear
industry, and as such should have been well aware of boric acid leakage issues in
general, and particularly the more recent reactor vessel head leakage issues at other
plants in the US. The industry has had historical problems with different types of
boric acid leakage at plants, and significant problems were found at plants in the US.
The NRC has kept plants (and experts) informed of these issues, and regarding the
more recent concern regarding CRDM J-groove cracking, Davis-Besse was identified

as one of the more susceptible plants..
While it probably does not present a complete picture of all information presented or

discussed at the CNRB meetings, a review of formal meeting minutes, ‘hand-out’

presentation material, and plant update information was reviewed. In addition, other
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information that was readily available to CNRB members at the time, for example,

Audits and Condition Reports, was reviewed. In general, records from about 1999 to

the present time were reviewed because they were more readily available.

The following summary highlights information available for CNRB review.

April 1, 1997, NRC Generic Letter 97-01, Degradation of Control Rod Drive
Mechanism Nozzle and other Vessel Closure Head Penetrations

January 7, 1999 — The ‘hand-out’ material for the Davis-Besse CNRB meeting
included a discussion of boric acid plating out on the containment air coolers.

The Engineering/Licensing Subcommittee meeting summary notes that the CNRB
had information that the reactor inventory leakage was currently higher than
historical values, and that the upcoming May outage would provide an
opportunity to identify sources of reactor coolant system leakage.

May 27, 1999 — The update material provided to the CNRB again includes the
discussion that the reactor coolant system leakage was about 0.3 gpm.

July 21, 1999 — The minutes for the CNRB meeting states that the CNRB was
“provided an update of the Reactor Coolant (RC) leak status and problems being
encountered with containment radiation monitors requiring frequent change out

of their filters.”

The minutes further indicate that “Chemistry identified the presence of iron on the
filters. Southwest Research has been contracted to perform an analysis.” The
‘hand-out’ material for the meeting also notes that concern ‘still exists’ regarding
the frequency of filter changes required for the containment radiation monitors.
Containment entry was planned to pin-point problem areas.

[Note that while the CNRB was informed of “iron” on filters as early as 1999, the
Southwest Research report was subsequently available for review and confirmed
that Iron was an indicator of corrosion.]

In addition, CNRB Subcommittee minutes indicate that several important issues
were all discussed: (1) an unidentified reactor coolant system leakage of 0.24
gpm, other identified leakage, and leakage over a long period of time; (2) a
discussion of a build-up of boron on the containment air coolers and the belief
that it was due to a water, not steam, leak; and (3) a discussion of radiation
monitors and the need, coming out of the outage, to change filters every two days.

June 1, 2000 — The minutes for the CRNB meeting include a simple statement
that “Outage efforts to fix RCS leakage have been successful.” There does not
appear to have been any additional information to support, or any questions about
this conclusion.
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- March 29, 2001 - The minutes for the CRNB meeting includes a specific
discussion where plant management reviewed “the Plant’s problems with Reactor
Coolant unidentified leakage causing boric acid build-up on the Containment
Coolers and the need to periodically enter containment to clean the coolers” and
that “maintenance is looking at improving our cleaning efficiencies,” There is
one CNRB member response “that the root cause is the leak and suggested that
the focus needs to be on fixing the leak.” >

[t is noted that this is the first time in the years of records reviewed, that there is a
clear statement focusing on the safety issue, and it was nearly a year before the
actual issue was identified, but there does not appear to have been any follow-up.

- April 30, 2001, NRC Information Notice 2001-05, Through-Wall Circumferential
Cracking of Reactor Pressure Vessel Head Control Rod Drive mechanism
Penetration Nozzles at Oconee Nuclear Station, Unit 3.

- August 3, 2001, NRC Bulletin 2001-01, Circumferential Cracking of Reactor
Pressure Vessel Head Penetration Nozzles

- November 29, 2001 — The minutes for the CNRB meeting includes a discussion
of the ongoing dialogue with the NRC regarding the drafting of a shutdown order
to shutdown Davis-Besse before the end of the year. That summary notes a
discussion on status, the comprehensive actions already taken by Davis-Besse, the
need for contractor mobilization, and even a “political problem”.

That same summary does not note any probing, safety-oriented questions or
concerns from any CNRB members. This is noteworthy since the ‘analysis
section’ of those same minutes clearly indicates that the evaluation is based on
visual inspections and that “The inspection results afford us assurance that all but
4 nozzle penetrations were inspected in 1996. All but 19 penetrations were
inspected in 1998. And all but 24 penetrations were inspected in 2000.”

In addition, a number of Condition Reports (CR) were available for review as a
follow-up to the discussions at the full CNRB and Subcommittee meetings. These
CRes, also referred earlier to PCAQR reports, were rather specific in highlighting the
issues. Examples include:

- PCAQR 96-551 (4/21/96) — Discusses the video tape of the CRDM nozzle
inspection showing “several patches of boric acid accumulation on the RV head.”
It also notes that the reactor head has “rust or brown stained boron.” The
document discusses the walk-down inspection requirements and the write-up
notes Davis-Besse deficiencies relative to other B&W plants.

- PCAQR 1998-0767 (4/24/98) — Discusses the results of the video inspection that
“indicated several fist size clumps of boric acid.” It also noted “rust brown to
white” lumps.
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- CR 1999-0882 (7/9/99) — Discusses the Southwest Research report (included)
analysis of Iron on filters of radiation monitors, and concludes “the iron oxide
deposits are like corrosion products from an iron base compound within the
system.” This is the result of analysis work discussed at the July 21, 1999 CNRB
meeting. ?

- CR 2000-0782 (4/6/00) — Discussed the “red/brown” boric acid leakage from the
weep holes, and included pictures. It further notes that Framatome completed the
video inspection, and personnel from Framatome “examined the results of the
inspection.”

- CR 2000-1037 (4/18/00_ - This CR was a follow-up to CR 2000-0782 and
discussed results of the Inspection of the Reactor head indicating “accumulation
of boron in the area of the CRD nozzle penetrations through the head.” It
discussed the process for removing the boron deposited between the reactor head
and the thermal insulation.

- CR01-1191 (5/2/01) — This identified the need to develop a Project Plan to
prepare David-Besse for response to a cracked CRDM J-groove weld following
experience from Oconee and ANO.

There were also documents that provided a “mixed” message regarding inspection,
cleaning, and management of the boric acid issue. The along with the other material
noted may well have been the cause for an increased questioning attitude.

- Toledo Edison Quality Assessment Audit AR-OO-OUTAG-01 (7/7/00) — The
Audit notes as a Positive Attribute within Engineering the “Aggressive cleaning
of boric acid accumulation from Rx head” and “engineering displayed noteworthy
persistence in ensuring boric acid accumulation for the reactor head was
thoroughly cleaned.”

- The Davis-Besse System Health Report, 4" Quarter 2001, includes information
on several relevant issues. Sections on primary system leakage, containment
coolers, and radiation monitors all mention the issue. It was noted that “J-groove
weld failure can not be ruled out,” analysis indicate the “presence of Boron from
an active leak,” and the need for frequent filter change-out in the radiation
monitoring system.
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Attachment B

Documents Reviewed

1. Company Nuclear Review Board Policies & Practices, Rev. 14, FENOC, effective May 6, 2002
2. FENOC Company Nuclear Review Board Value Assessment, 2001, approved April 8, 2002
3. Company Nuclear Review Board (CNRB) Value Assessment, 2000, approved in 2001, but not stgned or dated
4. CNRB White Paper, Short Summary, undated, reccived from A. J. VanDenabecle in Junc 2002
5. CNRB Self Critique, July 20, 1999
6.  Company Nuclear Review Board, Mecting Minutes, Davis-Besse

- Mecting of Sept. 3, 1998 (15 pages)

- Meeting of January 7, 1999 (17 pages)

- Meeting of July 22, 1999 (19 pages)

- Meeting of Sept. 2, 1999 (13 pages)

- Meeting of January 3, 2000 ( 20 pages)

- Meeting of June 1, 2000 (22 pages)

- Meeting of Oct 31, 2000 (33 pages)

- Meeting of March 29, 2001 (51 pages)

- Meeting of Nov 29, 2001 (45 pages)

- Meeting of May 23, 2002 (40 pages)

7. Letter, dated April 18, 2002, from H. W. Bergendahl to US NRC; transmitting Root Cause Analysis Report, dated
4-15-2002.

8. US NRC Inspection Report 98-002, for Perry Nuclear Plant, dated 3-12-1998

9. US NRC Inspection Report 96-006, for Perry Nuclear Plant, dated 12-9-1996

10.  US NRC Inspection Report 99-011, for Perry Nuclear Plant, dated 11-30-1999

11. FENOC Nuclear Quality Assessment — Perry, dated February 14, 2002

12. The Hluminating Company, Audit Report, Joint Utility Management Assessment, dated 3-2-1998
13. The Illuminating Company, Audit Report, Joint Utility Management Assessment, dated 2-14-2000
14, Letter, dated, June 26, 1997, Centerior Energy to the US NRC, Reply to Notice of Violation

15. CNRB Engineering & Licensing Subcommittee Minutes, meeting 99-001, January 9, 1999.

16. CNRB Engineering & Licensing Subcommittee Minutes, meeting 99-002, July 21, 1999.

17. Davis-Besse System Health Report, 4" Quarter 2001

18. Davis-Besse 11RFO Post Qutage Report, dated September 9, 1998 and associated “Briefing Slides”
19. Davis-Besse 12RFO Post Qutage Report (undated)

20. Davis-Besse CNRB Value Assessment for 2000, Attachment A details

21. Beaver Valley CNRB Value Assessment for 2000, Attachment A details

22. Perry CNRB Value Assessment for 2000, Attachment A details

23. Davis-Besse CNRB Value Assessment for 2001, Attachment A details

August 13, 2002 18



24. Beaver Valley CNRB Value Assessment for 2001, Attachment A details

25. Perry CNRB Value Assessment for 2000. Attachment A details

26. Davis-Besse Returmn to Service Plan (CD Version)

27. Handout of J. Martin, referenced in Davis-Besse CNRB Meeting Minutes of January 13, 2000 (page 13)
28. Davis-Besse CR 02-00846, “More Boron on Hcad than Expected,” February 26, 2002

29. Davis-Besse CR 02-00685, “*Boron Buildup on Reactor Vessel Head,” February 21, 2002

30. Davis-Besse PCAQR 91-0353 regarding Boric Acid Corrosion Control, September 12, 1991

31. Davis-Besse PCAQR 96-551 regarding Boric Acid Accumulation, April 21, 1996

32. Davis-Besse PCAQR 98-0767 rcgarding several "fist-sized” clumps of Boric Acid, April 25, 1998
33. Davis-Besse CR 2000-1037 regarding Boron accumulation, April 18, 2000

34. Davis-Besse CR 2000-0782 regarding “Boric Acid leakage from the weep holes,” April 16, 2000
35. Davis-Besse CR 1999-0861 regarding recurring problem, sample lines full of water, May 10, 1999

36. Davis-Besse CR 1999-0372 regarding Unit Log Entries of radiation levels and possible RCS Leakage, March 6,
1999

37. Davis-Besse PCAQR 90-221, CRDM Flange Inspection Results, March 22, 1990
38. Davis-Besse CR 1999-0882, Boron Build-up on Containment Air Filter, July 7, 1999

39. Davis-Besse CR 1999-1300 regarding SRI analysis: Iron Oxide from corrosion on containment radiator monitor
filters, September 23, 1999 ) : . .

40. Davis-Besse CR 01-1191 regarding CRDM Nozzle J-Weld Cracking Project Plan, May 2, 2001
41. Administrative procedure, Boric Acid Corrosion Control, NG-EN-00324, rev 3, May 29, 2002
42. Davis-Besse Quality Trend Summary, 1* duaner 2002 Condition Reports, June 3, 2002

43. Summary of External Expert Hours bilied to CNRB, Jan 2001 to present

44. CNRB Competency/Experience Matrix, Jun2 12, 2002, including resumes.

45. Davis-Besse Safety Culture Survey, 2002 Employee Survey Results, March 8, 2002

46. Davis-Besse Plant Update Briefing materials for CNRB, February 25, 1998.

47. Davis-Besse Plant Update Briefing materials for CNRB, April 23, 1998

48. Davis-Besse Plant Update Briefing materials for CNRB, September 2, 1998

49. Davis-Besse Plant Update Briefing materials for CNRB, October 21, 1998

50. Davis-Besse Plant Update Briefing materials for CNRB, January 6, 1999

51. Davis-Besse Plant Update Briefing matenafs fo;Cl*fRE,Ma;ch4g 1<99‘~) e

52. Davis-Besse Plant Update Briefing materials for CNRB, May 27, 1999
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57.

58.

59.

60.

6l.

62.

63.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

7.

78.

Davis-Besse Plant Update Briefing materials for CNRB, July 21, 1999
Davis-Besse Plant Update Briefing materials for CNRB, January 12, 2000
Davis-Besse Plant Update Briefing materials for CNRB, May 31, 2000
Davis-Besse Plant Update Briefing materials for CNRB, October 30, 2000
Davis-Besse Plant Update Bricfing matenials for CNRB, January 18, 2001
Davis-Besse Plant Update Briefing materials for CNRB, May 10, 2001
CNRB Presentation slides for Davis-Besse, March 27, 2001, H. Bergendahl
CNRB Presentation slides for Davis-Besse, July 20, 2001, H. Bergendahi
CNRB Presentation slides for Davis-Besse, October 4, 2001, L. Worley
CNRB Presentation slides for Davis-Besse, November 27, 2001, H. Bergendahl
CNRB Presentation slides for Davis-Besse, January 10, 2002, S. Moffitt

CNRB Presentation slides for Davis-Besse, February 28, 2002, J. Messina

. CNRB Presentation slides for Davis-Besse, May 21, 2002, J. R. Fast

Toledo Edison QA Audit AR-00-OUTAG-01, July 3, 2000

Minutes of CNRB meeting at Perry, February 28, 2002

Davis-Besse CR 02-03272, Multiple Failures to Comply with Regulatory Requirements, July 17, 2002
NRC Information Notice 80-027, Degradation of Reactor Coolant Pump Studs, June 11, 1980

NRC Information Notice 82-006, Failure of Steam Generator Primary Side Manway Closure Studs, March 12,
1982

NRC Bulletin 82-002, Degradation of Threaded Fasteners in the Reactor Coolant Pressure Boundary of PWR
Plants, June 2, 1982

NRC Information Notice 86-108, Supplement 1, Degradation of Reactor Coolant System Pressure boundary
Resulting from Boric Acid Corrosion, April 20, 1987

NRC Information Notice 86-108, Supplement 2, Degradation of Reactor Coolant System Pressure Boundary
Resulting from Boric Acid Corrosion, November 19, 1987

NRC Generic Letter 88-005, Boric Acid Corrosion of Carbon Steel Reactor Pressure Boundary Components in
PWR Plants, March 17, 1988

NRC Information Notice 90-010, Primary Water Stress corrosion Cracking in INCONEL 600, February 23, 1990

NRC Information Notice 94-063, Boric Acid Corrosion of Charging Pump Casing Caused by cladding Cracks,
August 30, 1994

NRC Information Notice 86-108, Supplement 3, Degradation of Reactor Coolant System Pressure Boundary
Resulting from Boric Acid Corrosion, January 5, 1995

NRC Information Notice 96-011, Ingress of Demineralizer Resins Increases Potential for Stress corrosion
Cracking of Control Rod Drive Mechanism Penetrations, February 14, 1996
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79.

80.

81

82.

83.

84.

85.

86.

87.

88.

89.

90.

91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.

l
NRC Generic Letter 97-001, Degradation o{ Control Rod Drive mechanism Nozzle and Other Vessel Closure head
Penetrations, April 1, 1997

NRC Information Notice 2001-05, Through-Wall Circumferential Cracking of Reactor Pressure Vessel Head
Control Rod Drive Mechanism Penetration Nozzles at Oconee Nuclear station, unit 3, April 30, 2001

NRC Bulletin 2001-01, Circumferential Cracklng of Reactor Pressure Vessel Head Penetration Nozzles, August 3,
2001 ;

I . -
NRC Information Notice 2002-11, Recent Experience with Degradation of Reactor Pressure Vessel Head, March
12, 2002 ;
NRC Bulletin 2002-01, Reactor Pressure Vessel Head Degradation and Reactor Coolant Pressure Boundary
Integrity, March 18, 2002

|
NRC Information Notice 2002-13, Possiblei[ndicators of Ongoing Reactor Pressure Vessel Head Degradation,
April 4, 2002

Reactor Pressure Vessel Head Degradation, presented at ANS 2002 Annual Meeung, June 11-14, 2002, by Brian
Sheron, US NRC I _

I
Davis-Besse CR 02-00891, Reactor Vessel Head, February 27, 2002
Davis-Besse Procedure DB-DP-00022/R03, Station Review Board, effective March 2, 1998

Folder of Memoranda from Jay Hultz to B1ll Kanda, regarding review of CNRB materials, October 2000-July
2001

First Energy Memorandum, Davis-Besse Employee Concerns Mid-Year Report for 2002, A.J. VanDenabeele to
L.W. Pearce, dated July 24, 2002
I

Davis-Besse Approved CNRB Meeting Mit{utes, for May 23, 2002 meeting

Davis-Besse Nuclear Quality Assessment Surveillance Report, SR-02-OUTAG-01, approved June 24, 2002

]

|
Nuclear Quality Assessment Oversight of Davis-Besse Return to Service Plan, Rev. 1, July 22, 2002
Davis-Besse CNRB Action Item Status, July 24, 2002

Business Plan Monthly Performance Reports for Davis-Besse, Perry, and Beaver Valley Nuclear Stations, June
2002 |
)

Davis-Besse CR-02-02584, lmplementalion: of Corrective Action Program by Site Personnel, June 13, 2002
b

Davis-Besse CR-02-02585, Management and Supervisory Oversight and Ownership of Plant Activities, June 13,
2002

Davis-Besse CR-02-00891, Control Rod Drive Nozzle Crack Indication, February 27, 2002

Davis-Besse CR-02-02363, Engineering Change Process Does Not Meet 10CFR 50 App B or ANSI45.2.11
Requirements, May 31, 2002

Davis-Besse CR-02-02408, Collective Significance-Plant Modification Program Concerns, June 3, 2002

Davis-Besse CR-02-02419, Untimely Corre{ctive Actions to Address Corrective Action Program Weaknesses,
June 4, 2002 :

Davis-Besse CR-02-02434, Inadequate Engineering Rigor Applied to Activities, June 5, 2002

102. Davis-Besse CR-02-02606, Radiation Protection Corrective Action Program is Considered Unacceptable, June 14,

2002

August 13, 2002 21



103.

104.

106.
107.

108.

109.
110.
It
12
113.
114
115.

116.

August 13, 2002

Davis-Besse CR-02-02846, Containment Emergency SUMP Issues, June 27, 2002

Davis-Besse CR-02-02943, Containment Air Cooler Boric Acid Corrosion, July 2, 2002

5. Davis-Besse CR-02-02974, Past Operability and Reportability Reviews, July 3. 2002

Davis-Besse CR-02-03005, Operability Determination 02-2869 Rigor and Thoroughness, July 6, 2002
Letter, H. Bergendahl to US NRC, Supplemental Information Regarding LAR., Junc 4, 2002

Letter, US NRC to H. Bergendahl, RFI regarding Safety Significance Asscssment of Reactor Pressure Vessel
Head Degradation, June 24, 2002

Minutes of “Special” Station Review Board meeting, May 8, 2002

Memorandum, J.M. Velter, to “Distribution”, NQA Audit Notification DB-C-02-03, June 21, 2002

Davis-Besse LER 2002-001, Main Steam Safety Value Setpoints Greater Than Allowable Values, April 11, 2002
Davis-Besse LER 2002-002-00, Reactor Coolant System Pressure Boundary Leakage..., April 29, 2002
Davis-Besse LER 2002-003, Fuel Movement in Spent Fuel Pool Without Required Door Attendant, May 9, 2002
Davis-Besse CR-02-03369, Quality Expectations, July 17, 2002

Davis-Besse CR-02-03404, Expectations for Program Reviews not Communicated, July 23, 2002

Davis-Besse CR-02-0286, Uncompensated Extra Hours, June 19, 2002
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